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Goals for talk

= Answer/motivate a few questions
= What is grid health monitoring?
= Why is grid health monitoring important?
= Do I need a grid health monitoring system?

= Motivate utility of health monitoring
systems

= Introduce a particular implementation
= Inca - TeraGrid
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Outline

= Background

= Define health monitoring needs

= Design framework to meet these needs

= How to design framework that really works!
= Conclude
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What is the “grid-computing™?

= The whole question of this summer school!

= Various definitions/characteristics
= Shared resource environment
= Distributed resources
= Loosely-coupled resources

= Potential shared interfaces in heterogeneous
environment

= political/social components
= ...the list goes on ...

International Summer School on Grid Computing 2003, Vico Equense, Italy TERAER’D‘ 4



My experience

= [eragrid
= applications consultant
= interface with users and support staff

s INCa
= develop python API for unit tests

= Scientist
= quantum chemist
= application development & user bias
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TERAGRID

Ca#\Fh

* TeraGrid Partners
¢ Alliance Partners
—= Abilene Backbone

:  Abilene Participants

International Summer School on Grid Computing 2003, Vico Equense, Italy mER’D‘ 6




Caltech: Data collection analysis
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What is the Teragrid?

= NSF grid computing collaboration

= Members

CACR-Caltech

= NCSA

= SDSC

ANL

=« PSC

... other new members ...

= Resources
= ~15 Tflop
=« ~40Gb/sec backbone
= ~1PB fast disk cache
« ~7TB RAM
= Visualization facilities
= ... More ...
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What else is the Teragrid?

= Learning experience
= How do we get several sites to work together?
=« How do we define reasonable interfaces?
= What tools can we provide to all users?

= The Teragrid is a great opportunity to
explore the design of grid-computing
environments.

= Goals of designers: Make everyone happy!
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What does the support staff want?

= Easily maintained/robust environment

= Grid health monitoring
= Cluster hardware
» Software stack correctness
= benchmark performance/correctness

= Simple mechanism to interact with user problems
= Ability to find problems before users do!

= Verify minimum level of functionality

= Enable “real science” to be done
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What does a user want?

= Flexible yet easy to use environment

= Robust environment

= Fast response time to fix broken system
= Powerful systems

= Application performance/correctness

= Some minimum level of functionality

= Get their work done!
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Simple view of grid computing

Grid computing
layer
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Possible user actions?

= Query grid health/history?

=« What resources exist?
= hardware (compute, instruments, etc.)
= software (math libraries, compilers, etc.)

=« What kind of performance can I expect?

What can | do?
What should | do?
Where should | do it?

= compute, I/0, network, etc. @
= Take actions based on health/history
=« Submit my data intensive task to site "A” l /

=« Store my data at site "B”
=« Run small development tasks on site “C”
« Submit my compute intensive task to job manager “X"
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Possible support staff actions?

= Query grid health/history?

= Are the resources functioning?
= hardware (compute, instruments, etc.)
= software (math libraries, compilers, etc.)

= Is performance out of the norm?
= compute, I/0, network, etc.

= Take actions based on health/history %
= Find problem

= Fix problem
= Document and archive problem/solution

How is the resource?
Is there a problem?

How do it fix it?
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Similariti

= Developers, and support staff often ask the
same questions about the system

= Can we build one tool to satisfy everyone’s
needs?!?

= Each group takes different actions based on
the system status but a common tool may
be possible
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How to determine “resource health”?

= Content questions:
= What information might be useful?
= What might someone want to see?

= How do we probe the system to get “health”
information?

= What do we archive?
= How invasive are these probes?

= How do we construct a health monitoring
framework?
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Resource health
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Other related/important projects

= User docs

s Unit tests
= Java unit test
= python unit test

= Grid health monitoring

= EDG: R-GMA

= NPACI “hotpage” type reporters
= CACR-nodemon
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Diagnositic Tools

s Unit tests

= A unit test is the smallest unit of testing code
that can be checked against some resource

= Reporters
= Various classes of “"Reporter”

= Provide a minimal set of data to be given to the
archiving/publishing mechanism

= Common use is to put unit tests in a simple
Reporter or into some type of aggregate
Reporter
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Reporter structure

= A Reporter must report some minimal set of
status output

= A Reporter can be nested within an
AggregateReporter

= A Reporter must be self-contained (can be
copied anywhere and run)

= Output must conform to established
schema
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Python API example (other APIs exist)

AggregrateReporter

Core python Inca Reporter
A
UnitReporter
I_ SimpleReporter _I
XML conforming 1
layer
SimpleUnitReporter SimpleAggregrateReporter

Unit test developers interact with:

SimpleUnitReporter and SimpleAggregateReporter

International Summer School on Grid Computing 2003, Vico Equense, Italy -"ERAER’D‘ 21



Teragrid - 2003 - Dr. Michael T . Feldmann feldmann @cacr.caltech .edu

Example SimpleUnitReporter

= get machine information

= get user information

= get environment information
= build test

= Fun test

= analyze test output

= put test output into xml that conforms to
the established schema

International Summer School on Grid Computing 2003, Vico Equense, Italy _ MER’D‘ 22



Teragrid - 2003 - Dr. Michael T . Feldmann feldmann @cacr.caltech .edu

Example SimpleAggregateReporte

= get machine information

= get user information

= get environment information

m register some Reporters

= run each Reporter (satisfy AR dependencies)

= put test output into xml that conforms to the
established schema
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Python API example

SimpleUnitReporter SimpleAggregrateReporter
A

A

BlasLevel1Test

BlasLevel2Test + BlasReporter

BlasLevel3Test
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cont. Python API example

SimpleAggregrateReporter
A

BlasReporter

AtlasReporter + BLAMathLibsReporter

GotoReporter
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Example SUR
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#/usr/ b python

#Thisdass wll tex what nodu esloadirto python wthou any troud e

i nport 68 4ring sys
fromlnca Test i nport *

dass nodd e lig | cader Reporter (S npl eUnit Reparter):

of _int_ (sdf):
S npl eLnit Reporte. i nit__(sdf)
sdf.nane ="nodd e lig | cader_Reporte™
sdf. ted saipg =" nodule | cad teste.py”
sdf. module lig file="nodu e lig.python22 1"
sdf._noddelig =[]
sdf. results =[]
sdf.dafor ns =["uni versd "T#" Uni "]
sdf.description =" Atenpt tolocad alig d python nodu es”

o g¢ python nodd e list(sdf):
file = open(sdf. nodu e lig filg"r")
lires =filereadinex()
nodu es=1]
falireinlines
chunks = gring sdit(line)
vdid nodu e=0
fa dafa minsdf.dafa ns:
if(dafa m== chunkg 1]):
vadid nodde=1
if(vdid_nodd e):
sdf. _nmodu e lig. gopend(chunks[ 0])
reunO

#oulda mn nal scrip thet triestol cad the nodu e
def buld_nodu e | cader_tester(sdf, nodu e):

file = open(sdf._test_sarip,"w)

lines =""

lines +="i nport "+nodu e+'\n"

file witg(li nes)

reunO

Oef dtenpt_toload nodu e(sdf, nodu €):
sdf.buld_nodu e | cader_teser( nodule
resut =sdf.sysem command("python"+sdf. test scrip)
reunresut

o ga_resultqsdf):
fa nodueinsdf. noddelid:
tud e =(nodd e sdf. dtenpt _to | oad nodu & nmodul €)
sdf. resuts append(tud €
if(tud € 1 ==0):
success =" Success | cad ng modu e\t"+ ud g 4 +os.li nesep
sdf.add success(success)
reunO

o and yze teg(sdf):
#aled
uit ="faled_nodu es"
vd ue =len(sdf.resuts d d["fal uwes'])
sdf.add xnh_to body({"l D':"fal wes",unt: vd ue})
#isuccesses
unt ="l caded nodd es"
vd ue =len(sdf.resuts _d d["successes'])
sdf.add xnh_to body({"l D'":"successes", unt: vd ue})
reunO

odf run test(sdf):
sdf.ge_python_nodd e lig()
sdf.ga_resuty)
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Example SAR

#/usr/ i python

i npart o dring sys
fromlnca Tes i nport *
frommodu e lig | cader_Reporter i nport nodu e lig_| cader_ Reporter

dass PYTHON_Repote(S np eAggrega eReporte):
of _int_ (sdf):
3 nd eAggega eReporte. _int_ (sdf)
sdf.se Name("python_unit_tes™)
sdf.sa Ul (" www pyt hon arg")
sdf.sd Descripti on(" Test your locd version o python.™)

o extradPackageVerdon(sdf):
sdf. PackageVerd on =dring red ace(sys verd on aslinesep ")

o execu e(sdf, execu e flag ags="trash’"):
sdf. sd Package Vers on(sd f. extrad Package Vers on())
nodu e | cader tete = nodu e lid | cader _Reporter()
sdf.addReporte( nodu e | cader_tete)
if(argsl ='trash"):
reunsdf.execue Aggrega eReparte(execu e flagar gs)
dse
sdf. rocessArgs_aut o)
reunsdf.execue Aggrega eReparter(execu e flag)

if _name__ =="_ nman_"
PYTHON ete = PYTHON_Reporter()
PYTHON eser.execuq"FA L_ON_H RST")
pirt PYTHON est &
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Example XML output

<?xnh veedon="10"' ?>
< NCA_Reporte >
<4 NCA_ Vers on>1 391 NCA_Vers on>
< ocdti ne>Thu JU 17 21:10. 59 2003</| ocd ti ne>
<gnt>Thu Ju 17 21: 10 59 2003< gnb >
< paddr >131. 215 148 2<ipaddr >
<host nane>t gl og- h< hostnane>
<unane>Linuxtglogh 24 19 SMP #4 VP Wed May 14 07: 34 24 UTC 2003 i a64 unknown< unane>
<url >www pyt hon arg< url >
<ame>python_unt_test <nane>
<descri i on>Test your locd vers on d pyt hon < descripti on>
<verd on>0 14 verg on>
< NCA i npu >
<hd p>fd se<d hd p>
<vers on>fd sed verd on>
<ver bose>0< ver bose>
<1 NCA i nput >
Jesuts>
d Dresdtsd| D>
<Modd el.oad ngTest >
<4 D> Modu elLoad ngTest <1 D>
<Locd Pyt honVerd on>python vers o 2 2 3(#1, Jun 2 2003 19 59 06) [ GCC 3 2] < Locd Pyt honVers on>
<Modul eli & Verd on>2 2 1< Modu eli & Vers on>
<dlues>
d Dfdluesd| D>
<nunber >3< nunber >
<dled nodu e>aud oop<Jfaled nodu e>
<dled nodu e nmageop<fdled nmodu e>
<dled nodu e>rgh ng</fdled nodu e>
Jfdlues>
<successes>
d D>successes< 1 D>
<nunber >186< nunber >
< successes>
< Modd eload ngTest >
dresuts>
<Xt gdausfdse<exit _message>Modu eLoad ngTest reeurnedtoo nany fal wes 3fal wgs)dexit_nessage><d exit_saus>
<I NCA Reporter>




Teragrid - 2003 - Dr. Michael T. Feldmann feldmann@cacr.caltech.edu

Resource health
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Applying Diagnositic Tools

s Each resource needs to run the test
harness

= How frequently should we run each test?

= The test harness employed must manage
and schedule the application of the unit
tests
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Resource health
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Resource Status

= The SimpleAggregateReporter provides xml
that conforms to the Inca schema and is
the primary interface with the Inca Harness

= Why is this “Inca schema” important?

= XML schema provides a “standard form” for
someone to fill in

= Provides an interface for unit test writers and
those writing the Inca publishing tools
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Resource health
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Interpreting/diagnosis of result

= INnca user interface

= web interface
= USers can access current and past data

= users can personalize their view of the Inca archive
performance evaluation person may want a lot of detail
sys admin might only want correctness information

= Other interfaces
= applications making direct queries to Inca
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Resource health
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Taking Action

= This is NOT part of the Inca framework

= Fixing possible problems is the work of a
knowledgeable systems support staff
member

= Inca is a tool to help easily identify
problems and verify a minimal set of
requirements have been met to belong to
the Teragrid
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Resource health

I
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How do we really make this work?!?

= Completely spanning set of unit tests

= "Easy to use” publishing mechanism for
archive

= LOow resource usage
= Low maintenance
= High robustness
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Completely spanning set of unit tests

= We need unit tests that test all aspects of
the resources

= Leveraging previous work

= Many users have there own small set of tests

= Many sources of tests exists (i.e. netlib.org,
experienced sys admins, code self tests, etc.)

s We need unit tests that are correct!

» It does us no good if a unit test is written
which reports incorrect status
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Publishing mechanism & ease of use

= The interaction a user or application makes
with the archive is of critical importance

= We may have a very rich depot of
information but if the user can not easily
interact it loses value.

= Inca provides a web interface for human
iInteraction

= Inca will also provide a command line
driven interface for easy application
interactions
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Low resource usage

= Some tests take very few resources
= Version reporters
= Answering “Does software XYZ exist?”

» Some tests take a lot

= performance evaluation tests often take a lot
= large hpl runs

= We must intelligently schedule tasks
= Stay current enough to be useful
= Not burden the system
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Low maintenance & high robustness

= Inca (-> time will tell)

« Cons
= Very young code
not thoroughly tested over time

= Pros

= is still very young
small group of people very reactive to possible problems
flexibility still exists to recover from such issues

= engineered with grid computing in mind
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How do we leverage current unit tests?

s Unit tests construction
= must be simple/intuitive to write
= motivate others to write tests for us!

s Unit test schema

= must have adequate richness in expression

= must be easy/intuitive to manipulate with
publishing tools
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Big picture view of Inca framework

MILC

®
MILC 1

'

Inca

Test Harness

‘i’ hpl
\@}é
PBS
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Recap of goals of unit test construction

= Large span of potential problems
= detect all possible errors before users do
= shorten debug time
= Leverage existing work
= low barrier to learn to construct a unit test
= Wrap existing simple/not-so-simple tests
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Inca in more detail

= We have examined the “big picture”

= Many ways to implement material
presented thus far

= Inca is a work in progress
= Many encouraging early successes
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More about reporters

= A reporter suite is an ensemble of reporters
plus a catalog reference and spec file

= A catalog lists available reporters and static
attributes (e.g., timeout)

= A spec file is a run-time description of a
reporter suite (mapping, inputs, frequency)

= An aggregate reporter executes a series of
reporters and reports an aggregated result

= A reporter can have dependencies on other
reporters (data and functional)

International Summer School on Grid Computing 2003, Vico Equense, Italy TERAER’D‘ 47



Teragrid - 2003 - Dr. Michael T. Feldmann feldmann@cacr.caltech.edu

Harness

" Engine: Clients
=« Planning and execution
of reporter suites Harness v
= Collects output to central < Querin )
location = #
= Depot: caches and —y
archives output
= Querying Interface "
Engine
= Modes of operation
= One-shot L
= Monitoring Faporiarg
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Harness Engine

Depot
f
Engine
. reports
Catalog
Y
slatic p—
meiadata Central
Planner —— szchedule —i= Controller
run-time | h i et
metadata aunchar manitor collecter
Suite
Spec Fila
Site 1 cron Site 2 cron Site M cron
Controllar Controllar Controllar
launchar maonitor colleciar launchar maonitar collectar launchar maonitar collectar
Y Y Y
Reporters
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Depot
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Querying Interface

I

DEPOT

Dispatcher

Long-Term Storage

Data Data
Typa 1 Typa 2
back and back end

Cache

Registry | | |
1 1

: Raw Dala :

! Temparary |

Pata | Storage
Typa n X |
bk and : :

{ Document ]

___--—""""‘."J

Engine
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Depot - Dispatcher

= Implemented as Java Web Service

= Has 3 public functions
1. Init - registers a branch id with a archiving
policy
2. uploadReport - updates the cache and the
archive of the given data

3. Query - accepts an xml query and sends it to
appropriate place (cache or archive)
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Depot - Cache

= Implemented as single XML Document
= Location of data determined by branch id

= Holds the last reported data for all
reporters - with timestamp
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Depot - Long Term Storage

= Currently implemented with RRDTool
= Location of data determined by branch id

= Requires that the branch id be registered
by running init

International Summer School on Grid Computing 2003, Vico Equense, Italy ERAER’D‘ 53



Querying Interface

s Cache

« Implemented using MDS2

= MDS2 is built on top of LDAP and so any
LDAP API can be used to query the cache

= XmI2ldif converter acts as information
provider to MDS2

= Archival
= SOAP call
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Clients

= Reporter
= Web page interface to reporters

= Depot

Clients

Java
Web Page \ o Monitor
e [ Application ] GUl

v Y t

Harness

International Summer School on Grid Computing 2003, Vico Equense, Italy .'ERAER’D 55



Teragrid - 2003 - Dr. Michael T. Feldmann feldmann@cacr.caltech.edu

Web interface to reporters

= A purpose of API: make web interface easier

= Normal test output, XML, can be munged into
web pages

= Run test with -help -verbose=1,2 gives
description of test in XML

= Tests are self documenting
= Can be used to generate web forms
= Built example dynamic forms page from help

output
« http://repo.teragrid.org/cgi-inca/cgi-bin/newdir.cgi
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Web interface to reporters

= Repo.teragrid.org/cgi-inca/cgi-bin/newdir.cgi
= Top level looks like a directory listing of all tests
= Serve as a repository for tests
= Click on a “file” and a form is made from test XML

= Form can

= Create test
= Command line
= Get help

s Form will

= Run tests
= Combine tests
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Web interface to depot cache

= Display cached data in a user-friendly
manner

= Package version information
= Package unit test results

x Demo
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Web interface to depot archive

= Generate graphs from RRDTool on the fly

10,0 1

434T130 TA0l A o0ldyy
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Inca Test Harness Status

= Reporter
= Helper APIs in Perl (and soon Python) [

=« Version and unit reporters from grid, LDAPExplorer | | Holpage-Lie

cluster, and perf eval groups = —
= Harness -
=« Running since March 17 at SDSC and §
NCSA Cache
= Scheduled execution of test suites 5
=« Data centrally collected, cached, and e
published into MDS AN

= Client epeners
= Perl driven "Hotpage” web interface @
y 1

= Displays unit and version data
= LDAPBrowser for raw data TeraGrid
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Summary

= Inca is new software built to create the TG Grid
Hosting Environment

= Test Harness and Reporting Framework addresses
testing, verification, and monitoring

« Stack Certification, Deployment verification
= Harness engine running in one-shot mode

= Monitoring, Benchmarking
= Harness engine running in monitoring mode
= Web interface to view collected data and analysis

= User-level verification
= Web interface to reporters

= Also beneficial to other Grid efforts as well
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