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cle Introduction

Enabling Grids for E-sciencE

The Grid from a Services View
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‘ Ul §|I Input “sandbox”

Replica
Catalogue

X > DataSets inf@ _
S DL~ < Information
S~ i ‘ ” i
§ EF}L Output “sandbox Service
e = Resource
N 1A R
S3 s Broker- |
%@ © 5
‘ O
5
Author. . S
o ©
&Authe NG
<9 . o
o =
Y :
Storage
K eeieriinecnannns - Element
Job Status J9P Submlssmn
_ Service
Logging SAama@imwe. .. .....................
Book-keeping Job Status : Element

INFSO-RI1-508833 ISSGCO05, Vico Equense, 20.07.2005 5



EGEE middlewares face to face

Enabling Grids for E-sciencE

LCG (the present) glLite (the future)
Security Security
GSI GSl and VOMS
Job Management Job Management
Condor + Globus Condor + Globus + blahp
CE, WN CE, WN
Logging & Bookkeeping Logging & Bookkeeping

Job Provenance
Package management

Data Management Data Management
LCG services LFC
gLite-1/O + FiReMan
Information & Monitoring Information & Monitoring
BDII (evolution of MDS) BDII
R-GMA + Service Discovery
Grid Access Grid Access
CLI + API CLI + API + Web Services
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Overview of EGEE Middleware

Enabling Grids for E-sciencE

The gLite Grid services follow a Service Oriented
Architecture

facilitate interoperability among Grid services
allow easier compliance with upcoming standards

Architecture is not bound to specific implementations

services are expected to work together
services can be deployed and used independently

The gLite service decomposition has been largely
influenced by the work performed in the LCG project
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Cy gLite components overview

Enabling Grids for E-sciencE

Grid Agcess AP CL|
Service
Access Services
Authorization Auditing Information & Job Service
Monitoring Monitoring Monitoring
Authentication Dynam.lc. Service
ConneCt|V|ty Discovery
Security Services Information & Monitoring Services
Metadata File & Replica _ Job Package
Catalog Catalog Agcounting | | provenance Manager
Storage Data _ Computing Workload
Element Movement Site Prgxy Element Management
Data Services Job Management Services
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Job Management Services

Enabling Grids for E-sciencE

: Data
suomit_, Task . Match Sub}Jnczgsio n Management
= | Queue Maker & Monitoring =
EE n
| =& Logging
Information || ISM & Bookkeeping
=| Supermarket Updater
Access
notify Policies
availability Management
Job request
update Information
Computing Element System

Web Service Interface




C Data Management Services

Enabling Grids for E-sciencE

Storage Element
Storage Resource Manager
POSIX-I/O
Access protocols gsiftp, https, rfio, file, ...
Catalogs
File Catalog
Replica Catalog
File Authorization Service
Metadata Catalog
File Transfer
File Transfer Service
File Placement Service
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Data Management Interactions

Enabling Grids for E-sciencE

Storage Element
VOMS
f Storage
Get File 1/0
credential
O O File namespace
/ and Metadata mgmt File and
\? Replica Catalog
credential
File replication
b FPS Transfer Agent Storagelndex
A4 ~— _
Proxy renewal Replica
MyProxy |« Location
WMS

File Transfer and
Placement Service
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Security System
(GSI, VOMS, and MyProxy)



C Cryptography

Enabling Grids for E-sciencE

& « g«
Encryption Decryption
" ryptio I . ecryptio I "

Mathematical algorithm that provides important building blocks for
the implementation of a security infrastructure

Symbology

Plaintext: M

Cyphertext: C

Encryption with key K, : E (M) =C

Decryption with key K, : D (C) =M
Algorithms

Symmetric: K, = K,

Asymmetric: K, # K,
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G Public Key Infrastructure

Enabling Grids for E-sciencE

Provides authentication, integrity, confidentiality, non-repudiation
Asymmetric encryption

Private Key

Digital signatures

A hash derived from the message and encrypted with the signer’s
private key

Signature checked decrypting with the signer’s public key
Allows key exchange in an insecure medium using a trust mode

Keys trusted only if signed by a trusted third party (Certification
Authority)

A CA certifies that a key belongs to a given principal

Certificate
Public key + principal information + CA signature
X.509 format most used

PKIl used by SSL, PGP, WS security, SIMIME, etc.
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G

Enabling Grids for E-sciencE

The same key is used for
encryption and
decryption
Advantages:

Fast

Disadvantages:

how to distribute the keys?

the number of keys is O(n?)
Examples:

DES

3DES

Rijndael (AES)

Blowfish

Kerberos

INFSO-RI-508833
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G CGG

Every user has two keys: one
private and one public:

it is Iimpossible to derive the
private key from the public
one;

a message encrypted by one
key can be decripted only by
the other one.

No exchange of secrets is
necessary

the sender cyphers using the
public key of the receiver;

the receiver decripts using his
private key;

the number of keys is O(n).
Examples:

Diffie-Helmann (1977)

RSA (1978)

Enabling Grids for E-sciencE

INFSO-RI-508833

Public Key Algorithms

B's keys

1Y

public private

A’'s keys

1Y

public private
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CHEE Digital Signature

Enabling Grids for E-sciencE

- A calculates the hash of the
message

* A encrypts the hash using his
private key: the encrypted hash

is the digital signature. - rnisissome | This is some |-
H 3 message  |::
- A sends the signed message to 11| message
B. .

- B calculates the hash of the
message and verifies it with the
one received by A and
decyphered with A’s public key.

- If the two hashes are equal, the
message wasn’t modified and A
cannot repudiate it. A's keys

& *

public private

This is some

message |




C Digital Certificates

Enabling Grids for E-sciencE

A’s digital signature is safe if:

A’s private key is not compromised
B knows A’s public key

How can B be sure that A’s public key is really A’s
public key and not someone else’s?

A third party guarantees the correspondence between public key
and owner’s identity, by signing a document which contains the
owner’s identity and his public key (Digital Certificate)

Both A and B must trust this third party
Two models:

PGP: “web of trust’;

X.509: hierarchical organization.
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CCGCCC PGP “web of trust”

F knows D and E, who knows A and C, who knows A and B.
F is reasonably sure that the key from A is really from A.
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G

Enabling Grids for E-sciencE

The “third party” is called Certification Authority (CA).

Issue certificates for users, programs and machines

Check the identity and the personal data of the
requestor
Registration Authorities (RAs) do the actual validation

CA'’s periodically publish a list of compromised
certificates

Certificate Revocation Lists (CRL)
They contain all the revoked certificates yet to expire

Online Certificate Status Protocol (OCSP).

CA certificates are self-signed
INFSO-RI1-508833 ISSGCO05, Vico Equense, 20.07.2005 20



CHEE X.509 Certificates

Enabling Grids for E-sciencE

An X.509 Certificate contains: Structure of a X.509 certificate
— ~—

([ Pwickey |
W
-
>C
> C

owner’s public key:

OU=GRID, CN=Andrea Sciaba )

s =
| Issuer: C=CH, O-CERN

identity of the owner;

|

info on the CA:;

| OU=G

| Expiration date: Aug 26 08:08:14 )
time of validity; 1

,w ><\

AN

> <%
Serial number; =~

< CA Digital signature >

“

R

digital signature of the CA
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@ The Grid Security Infrastructure

Enabling Grids for E-sciencE

Based on X.509 PKI: AI\ B

every us

certifica VERY IMPORTANT ure

certifica
the loca pse

wverya| Private keys must be stored only:

authentig

1. Ase in protected places

. Bve se

j. B se AND

. Aen
priva key

A se N encrypted form
6. Bu
Cha|Scllgc. e mem—— - L] -

7. B compares the decrypted string with
the original challenge

8. If they match, B verified A’s identity
and A can not repudiate it.

rivate key

o
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G VOMS “at a glance”

Enabling Grids for E-sciencE

Virtual Organization Membership Service (VOMS) is a service that
keeps track of the members of a VO and grants users
authorization to access the resource at VO level, providing
support for group membership, roles (e.g. administrator, sofware
manager, student) and capabilities.

Support for it is integrated in most of the grid services.

Provide a secure system for VO to organize the user in groups
and/or roles and to disseminate this information

User should be able to decide which information wants to publish
Compatibility with Globus Toolkit

Each VO has its own server(s) containing groups membership,
roles and capabilities information for each member

User contacts the server requesting his authorization info
The server sends the authorization info to the client
The client includes it in a proxy certificate
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e VOMS - components

Enabling Grids for E-sciencE

G5l
VOMSs-proxy-init - vomsd ‘\\
, SOAP+5SL admin-server :
edg-voms-admin o - - . Authz
d : AxislSOAP DE
web browser S5t ip| Web-admin
: senviet :
Tomecat i
VOMS Server

Authz DB is a RDBMS (both MySQL and Oracle are currently supported).
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Enabling Grids for E-sciencE
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Enabling Grids for E-sciencE

Consists of a server and a set of client tools that can be used to delegate and
retrieve credentials to and from a server.

MyProxy Client commands:
* myproxy-init

* myproxy-info // myproxy-info -s <host name> -d
* myproxy-destroy
* myproxy-get-delegation // myproxy-get-delegation -s <host name> -d

—t <hours> -0 <output file> -a <user proxy>
* myproxy-change-pass-phrase

The myproxy-init command allows you to create and send a delegated proxy
to a MyProxy server for later retrieval; in order to launch it you have to assure
you're able to execute the grid-proxy-init or vomsproxy-init command.

myproxy-init -s <host name> -t <hours> -d —n

The myproxy-init command stores a user proxy in the repository specified by <host
name> (the —s option). Default lifetime of proxies retrieved from the repository will be set
to <hours> (see -t) and no password authorization is permitted when fetching the proxy
from the repository (the -n option). The proxy is stored under the same user-name as is
your subject in your certificate (-d).



CHLEE Grld authentlcatlon with MyProxy

Enabling Grids for E-s

Ul

grid-proxy-init
myproxy-init

—_— GENIUS
Server
(Ul)

Local
WS

— MyProxy
Server
| |
oW
eX- e\ed®
oxY~9
ye*

_
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Information System
(Icg-infosites and R-GMA)



CC

Icg-infosites
(the present)



Uses of the IS in EGEE/LCG

Enabling Grids for E-sciencE

If you are 3 middleware developer

Ifou are 3 user

Retrieve information of Grid Matching job requirements and
resources and status Grid resources

Get the information of your jobs
status Retrieving information of Grid
Resources status and availability

If you are site manager or service

You “generate” the information for example
relative to your site or to a given service
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C Elements behind the IS

Enabling Grids for E-sciencE

R A R S S o S S S R AR R A S S S S S A S S S R S S S S e S S S S S S R R S R R R R R R R R R R R R R R R R A R R AR A R AR R A A R AR AR

These are the data for alice: (in terms of CPUs)

B T T R e o e e e e e e e e e e e e R e o e e S R e e e S e e e S e e e o e S e e e e e R e e e e

#CPU. * Frea, Total- Jobs Running  Waiting Computing Element

52 7 o 0 0 0 ce.prd.hp.com:2119/jobmanager-1cgpbs-long
16 14 £! v 1 Icg06.sinp.msu.ru:2119/jobmanager-1cgpbs-long
Lo 1

The total values are:

10347 5565 2717 924 1405

‘ X Something has managed this information: (General IS architecture)

X Something has provided it: (Providers, Servers)

Shé’cv\l,?”fgélggw%a certain “schema”: (GLUE Schema)

EGEE/LCG, tools and
ﬂ / aft3AdVe sherasgccessed it following a protocol: (Access Protocol: LDAP)
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eleIelC) The Information System Elements

Enabling Grids for E-sciencE

MDS: Monitoring and Discovery Service

» Adopted from Globus
» It is the general architecture of EGEE/LCG to manage Grid information

General steps:

1st, At each site provi'cfers report static and dynamic service status to Servers

2nd_ A cehtr‘aY system queries these servers and stores the retrieved information in
a database

3rd. This information will be accessed through a given access protocol

4t The central system provides the information in a ngeh schema

BDII (3 MDS evolution) is the current EGEE/LCG
Information System and it is based on LDAP
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CHEE The LDAP Protocol

Enabling Grids for E-sciencE

> LDAP structures data as a tree o = grid (root of

the DIT)

> The values of each entry are
uniquely named ‘
c=US c=Switzerland c=Spain
» Following a path from the node back to ‘ st = Geneva
the root of the DIT, a unique name

is built (the D")8 or = CERN
“p1d=pml,ou=I1T,0r=CERN,st=Geneva, \
ou=IT ‘ ou=EP

c=Switzerland,o=grid”
id=pml @ id=gv @)id=rd

objectClass:person
cn: Patricia M. L.
phone: 5555666
office: 28-r019




Implementation of IS in LCG-2

Enabling Grids for E-sciencE

& lcg-infosites
® Already deployed in LCG-2 in the last release E@S

® It is intended to be the most complete informeatiowm:
retriever for the users

v Once he arrives at the Grid (on Uls)
v To be used by the user applications (on WNs)

@ Several versions of this script have been included in the
software pachages of ATLAS and the monitoring services
of Alice (MonAlisa)

® You do not need a proxy

This will be tested during
the hands-on session




G

Icg-infosites

Enabling Grids for E-sciencE

@ It's mandatory to include the vo and the feature

® The =is option means the BDIl you want to query. If not supplied, the
BDII defined into the LCG_GFAL_INFO$Y$ will be interrogated

Features and descriptions:

closeSE | Names of the CEs where the user’s VO is allowed to run together with their
corresponding closest SEs

ce Number of CPUs, running and waiting jobs and names of the CEs

se SEs names together with the available and used space

Irc (rmc) | Name of the Irc (rmc) for the user’'s VO

all It groups all the features just described

help Description of the script

INFSO-RI-508833
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C lcg-infosites

Enabling Grids for E-sciencE

B R R T T o e e R R R R R e R R R e e e e B B R e e

These are the data for alice: (in terms of SE)

FEEEIIAITAXAIAAXAIXAAXAAAXAITIAAFTEAXAAIAXAXAITXAXAITAXAITAAITAAXAAXiidi

Avail Space (Kb) Used Space (Kb) SEs

33948480 2024792 se.prd.hp.com

506234244 62466684 teras.sara.nl
1576747008 3439903232 gridkap02.fzk.de
1000000000000 500000000000 castorgrid.cern.ch
304813432 133280412 gw38.hep.ph.ic.ac.uk
651617160 205343480 mu2.matrix.sara.nl
1000000000000 1000000000 IcgadsOl.gridpp.-rl.ac.uk
415789676 242584960 cclcgseli0l.in2p3.fr
264925500 271929024 se-a.ccc.ucl.ac.uk
668247380 5573396 seitep.itep.ru
766258312 681359036 t2-se-02.Inl.infn_it
660325800 1162928716 tbnl7 .nikhef.nl
1000000000000 1000000000000 castorftp.cnaf.infn.it
14031532 58352476 IcgseOl.gridpp.-rl.ac.uk
1113085032 1034242456 zeus03.cyf-kr.edu.pl
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R-GMA
(the future)



C Introduction to R-GMA

Enabling Grids for E-sciencE

Relational Grid Monitoring Architecture (R-GMA)
Developed as part of the EuropeanDataGrid Project (EDG)
Now as part of the EGEE project.

Based the Grid Monitoring Architecture (GMA) from the Global
Grid Forum (GGF).

Uses a relational data model.
Data is viewed as a table.
Data structure defined by the columns.
Each entry is a row (tuple).
Queried using Structured Query Language (SQL).
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GMA Architecture and Relational Model

Enabling Grids for E-sciencE

The Producer stores its
location (URL) in the Registry.

The Consumer looks up
producer URLs in the
Registry.

The Consumer contacts the
Producer to get all the data.

Or the Consumer can listen to
the Producer for new data.

Producer #=—» (Consumer

Execute or Stream data

name ID birth Group
Tom 4 1977-08-20 HR

SELECT * FROM people WHERE group="HR’
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G Multiple Producers

Enabling Grids for E-sciencE

Registry
TableName URL 1

The Consumer will get all the TableName | URL 2
URLSs that could satisfy the query. i
The Consumer will connect to all
the Producers. Producer 1 Producer 2
Producers that can satisfy the Tebletiame TableName
query will send the tuples to the ™' | *"* Value3 | Value 4
Consumer.
The Consumer will merge these Consumer
tuples to form one result set. TableName

Value 1 Value2

Value 3 Value 4

INFSO-RI1-508833 ISSGCO05, Vico Equense, 20.07.2005 40



- Select * from CPULoad

Enabling Grids for E-sciencE

CPULoad (Consumer)

Country Site Facility Load Timestamp

UK GLA CDF 0.4 19055811022002
UK GLA ALICE 0.5 19055611022002
CH CERN ALICE 0.9 19055611022002 ¢
CH CERN CDF 0.6 19055511022002
1
CPULoad (Producer 1) CPULoad (Producer 2)

UK GLA CDF 0.4 19055811022002

UK GLA ALICE 0.5 19055611022002

CPULoad (Producer 3)

CH CERN ATLAS 1.6 19055611022002

CH CERN CDF 0.6 19055511022002




CHEE The Mediator

Enabling Grids for E-sciencE

The Mediator is the intelligence of R-GMA

Not a single component, but distributed.

Enables queries to be accurately and efficiently returned.
The table name is stored next to the URL in the Registry.

For simple queries, only the URLSs that can answer query are
passed to the Consumer.

If the query has a predicate, only the URLSs that could satisfy the
query will be passed to the Consumer.

The Mediator will also try to do joins.

For complex queries the query must use a Producer with a
database backend (secondary producer).

Merges and produces the resulting result set.
The Consumers URL and query is also stored in the Registry.

Enables the Registry to notify listening Consumers about new
Producers.
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Enabling Grids for E-sciencE

Service
[URL____ [vO |type |emailContact |site |
gppse01 alice |SE sysad@rl.ac.uk RAL
gppse01 atlas |SE sysad@rl.ac.uk RAL
gppse02 cms SE sysad@rl.ac.uk RAL
Ixshare0404 alice SE sysad@cern.ch CERN
Ixshare0404 atlas ([SE sysad@cern.ch CERN

ServiceStatus

Result Set (Consumer)

URI

emailContact

gppse02

sysad@rl.ac.uk

SELECT Service.URI Service.emailContact FROM Service S, ServiceStatus SS
WHERE (S.URI= SS.URI and SS.up=n’)



Cy Others...

Enabling Grids for E-sciencE

Security is available in R-GMA
Uses https instead of http.
Authentication via Grid Certificates.
Authorization will be coming soon.

... But not currently used in LCG!

Soft registration:

For producer and consumer servlets
They will close after the termination interval
The client needs periodically to show a sign of life

For entries in the registry
Producers must contact periodically (automatically done by R-GMA)
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CHEE The R-GMA Browser

Enabling Grids for E-sciencE

The easiest way to try out R-GMA.

It is installed on the machine running the Registry and
Schema:
https://rgmasrv.ct.infn.it:8443/R-GMA

You can also install it along with the Producer and
Consumer Servlets.

Using the Browser you can do the following.
Browse the tables in the schema.
Look at the table definitions.
See all the available producers for a table.
Query a table.
Query only selected producers.
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Enabling Grids for E-sciencE
% R-GMA Browser Home Page - Mozilla
. File Edit ¥iew Go Bookmarks Tools ‘Wwindow Help

‘| @Q Q @ @ |% https: ffrgmasey. ct.infn.it:8443/R-GMA] | m Q.Search d%-;a

+ 48 Home | E3Bookmarks %% webmail % Missioni Sy Offerte % Ordini % FastWeb % Mozilla.org

All tables 21| OQuery: SELECT Name, Endpoint, Type, MajorVersion, MinorVersion, PatchVersion,
R-GMA GLUE Info Providers Site_Name, WSDL, Semantics, MeasurementD ate, MeasurementTimme FROM Service
3 00 A1 o Metworl Monitoring Mame Endpoint
Service Discovery httpefirgmastw. ct.inth it 8445 F - GWAS ArchiverServiet hitpedirgmasty. ot infh it 844 3R -G
CME = | lhttps:ifrgmasrv ot infi it 844 3R -GMA/Consumer Serviet hitpa/irgmasrv. ot infh it:Bdd 3E -G
el httpefirgmasrv. ctinfh. it 844 5/F -G ADEProducerServlet httpeirgmasty, ot infh. it 844 37E -G
GuesSh AccessControlBaseRule — —
ChiesE https/frgmasrv. ctinfh it 83443/ - GV ABrowserServlet hitpa/irgmasrv. ot infh it:Bdd 3E -G
GlieSEAccessProtocol ‘https:ffrgmasrv. ct.infhy it 844 3/ -GhLA S chemaS ervlet ‘https:ffrg;masrv. ctinfh it 344 5 -G

GiueSE AccessProtocolSupportedSect | nip e frgmasrv. ot infi it 8443/R-GMA LatestProducerServlet | https:/irgmasry.ct inf it 844 3/R-GM

GluesL

GIEZSEHHCE ‘https:ffrgmasrv. ct.nfi it 844 3R~ G A/ Canonical ProducerZervlet ‘https:ffrg;masrv. ct.anfht 844 3E- Gl

GhieService bocessControlBule ‘https:ffrgmasrv. ct.infh it 844 3R -G A StreamProducerServlet ‘https:ffrgmasrv. ct.infh 1t 344 3 -G

GlussubCluster . || Ibttps:trgmasrv. ct.infi it B443/R-GMAR egistry Servlet https:firgmasty.ct inf.it 844 3/R-GM

gueilg Chisters oftware RunTime Envi ‘g]ite—rb. ctinfh it Logong Bookkeeping Server ‘http Helite-rb ctinfh it TR/ BServer
e

Jobllonitor

MetworkFileTransfer Throughput Number ofrlows: 10

MetworkICIMPPacketLoss

MNetwork OneWay [T
MetworkETT

Metwork TCPThroughput
HetworkTDPPacketloss
MWetwork UDPThroughput
Service

=ervced szoniation

e ee seracelata

nabling Crids | ServiceStats
For “-scienc: | 5ite
UserTable

q ] 4] i
Crone i
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GCIGG R-GMA APIs

Enabling Grids for E-sciencE

APls exist in Java, C, C++, Python.
For clients (servlets contacted behind the scenes)

They include methods for...
Creating consumers
Creating primary and secondary producers

Setting type of queries, type of produces, retention
periods, time outs...

Retrieving tuples, inserting data

You can create your own Producer or
Consumer.
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- R-GMA overview page.
— http://www.r-gma.orqg/

- R-GMA in EGEE
— http://hepunx.rl.ac.uk/eqgee/jira1-uk/

« R-GMA Documenation
— http://hepunx.rl.ac.uk/eqgee/jira1-uk/LCG/doc/
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Cy Overview of gLite WMS

Enabling Grids for E-sciencE

Job Management Services

main services related to job management/execution are
computing element

job management (job submission, job control, etc.), but it must
also provide

provision of information about its characteristics and status
workload management

core component discussed in details
accounting

special case as it will eventually take into account
computing, storage and network resources

job provenance

keep track of the definition of submitted jobs, execution conditions
and environment, and important points of the job life cycle for a long
period

debugging, post-mortem analysis, comparison of job execution
package manager

automates the process of installing, upgrading, configuring, and
removing software packages from a shared area on a grid site.
extension of a traditional package management system to a Grid
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GIEIG(G) Workload Management System

Enabling Grids for E-s

Workload Management System (WMS) comprises a set of
Grid middleware components responsible for distribution
and management of tasks across Grid resources

applications are conveniently, efficiently and effectively
executed.

Comparable services from other grid projects are, among
others, the EDG WMS, Condor and the Eurogrid-Unicore
resource broker.
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eleleJe) Workload Management System

Enabling Grids for E-sciencE

Purpose of Workload Manager (WM) is accept and satisfy
requests for job management coming from its clients

meaning of the submission request is to pass the
responsibility of the job to the WM.
WM will pass the job to an appropriate CE for execution

taking into account requirements and the preferences
expressed in the job description

The decision of which resource should be used is the
outcome of a matchmaking process between submission
requests and available resources
availability of resources for a particular task depends
on the state of the resources

on the utilisation policies
assigned for the VO the user belogs
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C WMS'’s Scheduling Policies

Enabling Grids for E-sciencE

WM can adopt

eager scheduling (“push” model)

a job is bound to a resource as soon as possible and, once the
decision has been taken, the job is passed to the selected resource
for execution

lazy scheduling (“pull” model)

foresees that the job is held by the WM until a resource becomes
available, at which point that resource is matched against the
submitted jobs

the job that fits best is passed to the resource for immediate
execution.

Varying degrees of eagerness (or laziness) are applicable

match-making level
eager scheduling
implies matching a job against multiple resources
lazy scheduling
implies matching a resource against multiple jobs
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The Information Supermarket

Enabling Grids for E-sciencE

ISM represents one of the most notable improvements in the WM as
inherited from the EU DataGrid (EDG) project

decoupling between the collection of information concerning
resources and its use
allows flexible application of different policies

The ISM basically consists of a repository of resource information that
Is available in read only mode to the matchmaking engine

the update is the result of

the arrival of notifications

active polling of resources

some arbitrary combination of both
can be configured so that certain notifications can trigger the
matchmaking engine

improve the modularity of the software

support the implementation of lazy scheduling policies
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CHEE The Task Queue

Enabling Grids for E-sciencE

The Task Queue represents the second most notable
iImprovement in the WM internal design

possibility to keep a submission request for a while if no
resources are immediately available that match the job
requirements

technique used by the AliEn and Condor systems

Non-matching requests
will be retried either periodically
eager scheduling approach

or as soon as notifications of available resources appear in
the ISM

lazy scheduling approach
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Job Logging & Bookkeeping

Enabling Grids for E-sciencE

L&B tracks jobs in terms of events
important points of job life
submission, finding a matching CE, starting execution etc
gathered from various WMS components
The events are passed to a physically close component of the L&B
infrastructure
locallogger

avoid network problems
?tor;,es them in a local disk file and takes over the responsibility to deliver them
urther

The destination of an event is one of bookkeeping servers

assigned statically to a job upon its submission
processes the incoming events to give a higher level view on the job states
Submitted, Running, Done
various recorded attributes
JDL, destination CE name, job exit code
Retrieval of both job states and raw events is available via legacy (EDG) and
WS querying interfaces
user may also register for receiving notifications on particular job state
changes
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C Job Submission Services

Enabling Grids for E-sciencE

WMS components handling the job during its lifetime and performing the submission

Job Adapter

is responsible for

making the final touches to the JDL expression for a job, before it is passed to CondorC
for the actual submission

creating the job wrapper script that creates the appropriate execution environment in the
CE worker node

transfer of the input and of the output sandboxes
CondorC

responsible for

performing the actual job management operations
job submission, job removal

DAGMan

meta-scheduler
purpose is to navigate the graph
determine which nodes are free of dependencies
follow the execution of the corresponding jobs.
instance is spawned by CondorC for each handled DAG
Log Monitor

is responsible for
watching the CondorC log file

intercepting interesting events concerning active jobs
events affecting the job state machine
triggering appropriate actions.
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Jobs State Machine (119
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Jobs State Machine (29
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Jobs State Machine (39

SUEMITTED

¥

WAITING

w

READY

¥

DONE [ cancel led)

SCHEDULED

Ready: job processed by WM
and its Helper modules (CE
found) but not yet transferred to
the CE (local batch system
queue) via JC and CondorC.
This state does not exists for a
G as it is not subjected to
atxgchmaking (the nodes are)
sed directly to DAGMan.

¥

FLTMMING

DONE(failed]

ABCRTED

DOME (ok)

CLEARED




o

Enabling Grids for E-sciencE

Jobs State Machine (49
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Jobs State Machine 9
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Jobs State Machine (719
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Grid Accounting

Enabling Grids for E-sciencE

A generic Grid accounting process accumulates info on Grid Usage by
users/groups (VOs) and involves many subsequent phases as:

Metering: Collection of usage metrics on computational resources.
Accounting: Storage of such metrics for further analysis.

Usage Analysis: Production of reports from the available records.
Pricing: Assign and manage prices for computational resources.
Billing: Assign a cost to user operations and charge them.

To be used: To track resource usage | To discover abuses (and help avoiding them).

Allows implementation of submission policies based on resource usage

Exchange market among Grid users and Grid resource owners, which should result in
market equilibrium - Load balancing on the Grid

During the metering phase the user payload on a resource needs to be correctly
measured, and unambiguously assigned to the Grid User that directly or indirectly
requested it to the Grid > Load Dedicated Sensors for Grid Resources

These pieces of information, when organized, form the Usage Record for the user
process = Grid Unique Identifier (for User, Resource, Job) plus the metrics of the
resource consumption.

A distributed architecture is essential, as well as reliable and fault tolerant
communication mechanisms.

Different types of users are interested in different views of the usage records.
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CEERE DGAS

Enabling Grids for E-sciencE

The Data Grid Accounting System was originally developed within the
EU Datagrid Project and is now being maintained and re-
engineered within the EU EGEE Project.

The Purpose of DGAS is to implement Resource Usage Metering,
Accounting and Account Balancing (through resource pricing) in a
fully distributed Grid environment. It is conceived to be distributed,

secure and extensible.

The system is designed in order for Usage Metering, Accounting and
Account Balancing (through resource pricing) to be indipendent
layers.

accounting data

I usage records



DGAS Accounting Architecture

Enabling Grids for E-sciencE

A simplified view of DGAS within the WMS context.

- User Interface DGAS
submit job
or
Workload Manager user authorization Resource HLR server
U 9 for payment transaction (resource account)
ser .
( rtificate)
— ‘:51:_'! proxy certimncate ‘
~ , payment
. —~ receipt
Grid ~ check
. ~
Information ! ~ a
Service : ]
job Price 1 UserHLR server
Authority request price (user account)
: i information B i
request 7 -~
resource request price ) P - send
information information Y - usage records

-
7 - request job
3 - > - economic authorization run
C_1ak

Workload Manager -
orage

(Resource Broker | ‘ | |
module) job Element

Computing Element

— — — P Economic accounting (optional)
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e ee Introduction

Enabling Grids for E-sciencE

User and programs produce and require data

Data may be stored in Grid datasets (files)
Located in Storage Elements (SEs)
Several replicas of one file in different sites
Accessible by Grid users and applications from “everywhere”
Locatable by the WMS (data requirements in JDL)

Also...

Resource Broker can send (small amounts of) data to/from jobs:
Input and Output Sandbox

Data may be copied from/to local filesystems (WNs, Uls) to the
Grid
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Sl Data Management Tasks

Enabling Grids for E-sciencE

- File Management
— Storage
— Access
— Placement
— Cataloguing
— Security

- Metadata Management
— Secure database access
— Schema management
— File-based metadata
— Generic metadata



Data management: general concepts

Enabling Grids for E-sciencE

* What does “Data Management” mean ?
= Users and applications produce and require data
= Data may be stored in Grid files
= Granularity is at the “file” level (no data “structures”)
= Users and applications need to handle files on the Grid

* Files are stored in appropriate permanent resources called
“Storage Elements” (SE)

= Present almost at every site together with computing resources

= We will treat a storage element as a “black box” where we can store
data

« Appropriate data management utilities/services hide internal
structure of SE

« Appropriate data management utilities/services hide details on
transfer protocols



C Data Management Services

Enabling Grids for E-sciencE

Storage Element
Storage Resource Manager
POSIX-I/O
Access protocols gsiftp, https, rfio, file, ...
Catalogs
File Catalog
Replica Catalog
File Authorization Service
Metadata Catalog
File Transfer
File Transfer Service
File Placement Service

INFSO-RI-508833 ISSGCO5, Vico Equense, 20.07.2005 81



Cy Product Overview

Enabling Grids for E-sciencE

File Storage
Storage Elements with SRM (Storage Resource Manager) interface
Posix I/O interface through glite-io
Supports transfer protocols (bbftp, https, ftp, gsiftp, rfio, dcap, ...)
Catalogs
File and Replica Catalog
File Authorization Service
Metadata Catalog
Distribution of catalogs, conflicts resolution (messaging)
Transfer
Top-level Data Scheduler as global entry point (there may be many).

Site File Placement Service managing transfers and catalog
interactions

Site File Transfer Service managing incoming transfers (the network
resource)
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Enabling Grids for E-sciencE

File Access Overview

Client only sees a simple API library and a Command Line

Interface

GUID or LFN can be used, i.e. open(“/grid/myFile”)
GSI Delegation to gLite I/0O Server
Server performs all operations on User’s behalf
Resolve LFN/GUID into SURL and TURL
Operations are pluggable

Catalog interactions
SRM interactions
Native 1/0

Server
o O aio

N

Client
open(LFN)

FiReMan
RLS, RMC, LFQ

2 AliEn FC
Catalog //%)69,,
Modules ‘
SRM APY | s B
Protocol @
Modules|™ @ W MSS
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G MSS and SRM

Enabling Grids for E-sciencE

glLite 10 server relies against a Mass Storage System
implementing SRM interface

glLite 10 server comunicates with MSS through SRM
SRM is not provided by gLite !
Tested MSS are, till now, CASTOR and dCache

Flglssupport to functionalities depending also from
M

Installing and configuring MSS is apart from gLite
issues

How to and guides to do so

http://egee-na4.ct.infn.it/wikiZout pages/dCache-SRM.html

http://storage.esc.rl.ac.uk/documentation/html/D-Cache-
Howto
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C Data transfer and replication

Enabling Grids for E-sciencE

Data movements capability (should be...) provided by
Data scheduler (DS) (top-level)
File Placements Services (FPS) (local)
Transfer Agent (FTA) (local)
File Transfer Library (low lewel, called by applications)

DS keeps track of data movement request submitted
by clients

FPS pools DS fetching transfers with local site as
destination, updating catalog

FTA mantains state of transfers and manages FTA

Data scheduler has not been released with
glLite 1.1

So actually no replica can be performed with gLite DMS

INFSO-RI-508833 ISSGCO5, Vico Equense, 20.07.2005 85



CC

LCG File Catalog (LFC)



- Name conventions

Enabling Grids for E-sciencE

- Logical File Name (LFN)

— An alias created by a user to refer to some item of data, e.qg.
“Ifn:cms/20030203/run2/track1”

- Globally Unique Identifier (GUID)

— A non-human-readable unique identifier for an item of data, e.g.
“guid:f81d4fae-7dec-11d0-a765-00a0c91e6bf6”

- Site URL (SURL) (or Physical File Name (PFN) or Site FN)

— The location of an actual piece of data on a storage system, e.g.
“srm://pcrd24.cern.ch/flatfiles/cms/output10_1” (SRM)
“sfn://Ixshare0209.cern.ch/data/alice/ntuples.dat” (Classic SE)

- Transport URL (TURL)
— Temporary locator of a replica + access protocol: understood by a SE, e.qg.
“rfio://Ixshare0209.cern.ch//data/alice/ntuples.dat”




CHEE File Catalogs in LCG

Enabling Grids for E-sciencE

File catalogs in LCG:

They keep track of the location of copies (replicas) of Grid files
The DM tools and APIs and the WMS interact with them

EDG’s Replica Location Service (RLS, “old!”)
Catalogs in use in LCG-2
Replica Metadata Catalog (RMC) + Local Replica Catalog (LRC)
Some performance problems detected during Data Challenges

New LCG File Catalog (LFC, “current!”)

In production in next LCG release; deployment in January 2005

Coexistence with RLS; migration tools provided:
http://goc.grid.sinica.edu.tw/gocwiki/How to migrate the RLS entries into the LCG File Catalog %28LFC%29

Accessible by defining: $LCG_CATALOG_TYPE=Ifc and $LFC_HOST
Better performance and scalability
Provides new features: security, hierarchical namespace, transactions...
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CHEE The RLS (the past)

Enabling Grids for E-sciencE

- RMC:

— Stores LFN-GUID mappings
— Accessible by edg-rmc CLI + API

- RLS:
— Stores GUID-SURL mappings
— Accessible by edg-Irc CLI + API
Main weaknesses: .

— Insecure (anyone can delete catalog entries)
— Bad performance (java clients...)

RMC




G

Enabling Grids for E-sciencE

One single catalog

The LFC (the present)

LFN acts as main key in the database. It has:
Symbolic links to it (additional LFNSs)

Unique Identifier (GUID)
System metadata

System Metadata

Information on replicas

User Metadata

“size” => 10234

One field of user metadata

User Defined Metadata

“cksum_type” => “MD5"

‘chsum®™ == “arneng

INFSO-RI-508833

bl GUID
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GCGG The LFC (ll)

Enabling Grids for E-sciencE

Fixes EDG catalogs performance and scalability

problems
Cursors for large queries
Timeouts and retries from the client

Provides more features than the EDG Catalogs
User exposed transaction API (+ auto rollback on failure)
Hierarchical namespace and namespace operations (for LFNSs)
Integrated GSI Authentication + Authorization
Access Control Lists (Unix Permissions and POSIX ACLs)

Checksums

New features will be added soon (requests welcome!)
Integration with VOMS, FiReMan
POOL Integration is in progress
Sessions
Bulk operations

INFSO-RI-508833 ISSGCO5, Vico Equense, 20.07.2005 91



CHEE LFC Interfaces

Enabling Grids for E-sciencE

LFC client commands
Provide administrative functionality
Unix-like
LFNs seen as a Unix filesystem (/grid/<VO>/ ... )

LFC C API

Alternative way to administer the catalog
Python wrapper provided

Integration with GFAL and Icg_util APls complete
=» Icg-utils access the catalog in a transparent way

Integration with the WMS completed
The RB can locate Grid files: allows for data based match-making
Using the Data Location Interface
Not yet tested in production
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Data Management CLIs & APlIs

Enabling Grids for E-sciencE

Icg_utils: lcg-* commands + Icg_* API calls
Provide (all) the functionality needed by the LCG user

Transparent interaction with file catalogs and storage
interfaces when needed

Abstraction from technology of specific implementations

Grid File Access Library (GFAL): API

Adds file I/0 and explicit catalog interaction functionality
Still provides the abstraction and transparency of Icg_utils

edg-gridftp tools: CLI
Complete the Icg_utils with low level GridFTP operations
Functionality available as APl in GFAL
May be generalized as Icg-* commands
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Icg-utils commands

Enabling Grids for E-sciencE

Replica Management

Icg-cp Copies a grid file to a local destination

Icg-cr Copies a file to a SE and registers the file in the catalog
Icg-del Delete one file

Icg-rep Replication between SEs and registration of the replica
Icg-gt Gets the TURL for a given SURL and transfer protocol

Icg-sd Sets file status to “Done” for a given SURL in a SRM request

File Cataloqg Interaction

Icg-aa Add an alias in LFC for a given GUID

Icg-ra Remove an alias in LFC for a given GUID

Icg-rf Registers in LFC a file placed in a SE

Icg-uf Unregisters in LFC a file placed in a SE

Icg-la Lists the alias for a given SURL, GUID or LFN
Icg-lg Get the GUID for a given LFN or SURL

Icg-Ir Lists the replicas for a given GUID, SURL or LFN
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LFC C API

Enabling Grids for E-sciencE

Low level methods (many POSIX-like):

Ifc_access
Ifc_aborttrans
Ifc_addreplica
Ifc_apiinit
Ifc_chclass
Ifc_chdir
Ifc_chmod
Ifc_chown
Ifc_closedir
Ifc_creat
Ifc_delcomment

Ifc_delete

Ifc_deleteclass
Ifc_delreplica
Ifc_endtrans
Ifc_enterclass
Ifc_errmsg
Ifc_getacl
Ifc_getcomment
Ifc_getcwd
Ifc_getpath
Ifc_lchown
Ifc_listclass

Ifc_listlinks

Ifc_listreplica
Ifc_Istat
Ifc_mkdir
Ifc_modifyclass
Ifc_opendir
Ifc_queryclass
Ifc_readdir
Ifc_readlink
Ifc_rename
Ifc_rewind
Ifc_rmdir

Ifc_selectsrvr

Ifc_setacl
Ifc_setatime
Ifc_setcomment
Ifc_seterrbuf
Ifc_setfsize
Ifc_starttrans
Ifc_stat
Ifc_symlink
Ifc_umask
Ifc_undelete
Ifc_unlink
Ifc_utime

send2lfc



LFC commands

Enabling Grids for E-sciencE

Summary of the LFC Catalog commands

Ifc-chmod

Change access mode of the LFC file/directory

Ifc-chown

Change owner and group of the LFC file-directory

Ifc-delcomment

Delete the comment associated with the file/directory

Ifc-getacl Get file/directory access control lists
Ifc-In Make a symbolic link to a file/directory
Ifc-Is List file/directory entries in a directory
Ifc-mkdir Create a directory

Ifc-rename Rename a file/directory

Ifc-rm Remove a file/directory

Ifc-setacl Set file/directory access control lists

Ifc-setcomment

Add/replace a comment

INFSO-RI-508833

ISSGCO05, Vico Equense, 20.07.2005

96



C LFC other commands

Enabling Grids for E-sciencE

Managing ownership and permissions:
Ifc-chmod

Ifc-chown Remember that per user
mapping can change in
every session.

Managlng ACLs: The default is for LFNs

Ifc-getacl and directories to be VO-

Ifc-setacl wide readable.

Consistent user mapping
will be added soon.

Renaming:
An LFN can only be
Ifc-rename removed if it has no
SURLSs associated.
Removing: LFNs should be
Ifc-rm removed by lcg-del,

rather than Ifc-rm.
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Sl Bibliography

Enabling Grids for E-sciencE

« Information on the file catalogs
— LFC, gfal, Icg-utils:

“Evolution of LCG-2 Data Management (J-P Baud, J. Casey)”
http://indico.cern.ch/contributionDisplay.py?contribld=278&sessionld=7&confld=0

— LFC installation, administration, migration from RLS:

= Wiki entries indicated through the presentation:
http://goc.qgrid.sinica.edu.tw/gocwiki/How_to_set up _an LFC_service

http://goc.grid.sinica.edu.tw/gocwiki/How to migrate the RLS entries into the L
CG File Catalog %28LFC%?29

— LFC contacts:
= Jean-Philippe.Baud@cern.ch
= Sophie.Lemaitre@cern.ch




o

File and Replica Management catalog

(FiReMan)
(the future)



C Cataloguing Requirements

Enabling Grids for E-sciencE

Catalogs built based on requirements from HEP
experiments and the Biomedical EGEE community

Started design from AliEn File Catalog
Logical namespace management
Virtual Filesystem view (DataSets via directory hierarchy)
Support Metadata attached to files
Bulk Operations

Strong security: basic unix permissions and fine-grained ACLs
(i.e. not just directory but file-granularity)
Support flexible deployment models
Single central catalog model
Site local catalogs connected to a single central catalog model
Site local catalogs without single central catalog model

Scalable to many clients and to a large number of entries;
address performance issues seen with EDG RLS
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C Service Implementation

Enabling Grids for E-sciencE

2 independent implementations exist

Oracle Implementation MySQL Implementation
Catalog Logic lives inside Oracle Simple Table Structure using
as Stored Procedures InnoDB tables
Tomcat parses credential only, Credential parsing and all of the
passes operations through to DB logic is in Tomcat

TOMCATS TOMCATS
J2EE J2EE
Application Server Application Server

Application Logic

N - N -
Database Database
ORACLE MYSQL

Application Logic
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Sl Fireman Catalog Interface

Enabling Grids for E-sciencE

- Logical File Namespace management FileCatalog

*  Replica locations ReplicaCatalog
- File-based metadata MetaBase

- Metadata Management MetaSchema

- Authentication and Authorization information (ACLs) FASBase

- Service Metadata ServiceBase

- WMS interaction and global file location Servicelndex

Interface Structure FiReMan MetaSchema |

FileCatalog ReplicaCatalog MetaBase
i ) )

FASBase

Storagelndex [« ServiceBase - Stateless interaction
No transactions outside Bulk




CGe Features

Enabling Grids for E-sciencE

Web-services interface: Guarantees client support on many platforms
and many languages.

Standardization effort ongoing. It is being managed through the
EGEE PTF. Are provided:

Linux Command Line tools
C/C++ API
Java API
Perl modules
JavaScript (for web clients)
glLite integrated bash (glitesh) — prototype
Security: Fine-grained ACL support with minimal performance penalty.
DNs own the files
VOMS group support
Basic Unix security (ugo rwx)

Additional ACLs for setPermission, list, remove, setMetadata,
getMetadata
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C gLite Catalog Releases

Enabling Grids for E-sciencE

FiReMan Catalog

Release 1: Single Central deployment model only

Release 2: Distributed catalog according to design using Java
Messaging Services to propagate updates between catalog
instances

Storage Index

Already in Release 1

Main interaction point with Workload Management
Metadata Catalog

Release 1: Base Implemented by FiReMan

Also a standalone service, single central instance
Release 2: distribution using a messaging infrastructure
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G For More Information

Enabling Grids for E-sciencE

JRA1 Data Management homepage
http://cern.ch/egee-jral-dm

gLite FiReMan user guide

Overview
https://edms.cern.ch/file/570643/1/EGEE-TECH-570643-v1.0.pdf

Command Line tools
https://edms.cern.ch/file/570780/1/EGEE-TECH-570780-v1.0.pdf

C/C++ API
https://edms.cern.ch/file/570780/1/EGEE-TECH-570780-C-CPP-API-v1.0.pdf

Java APl
https://edms.cern.ch/file/570780/1/EGEE-TECH-570780-JAVA-API-v1.0.pdf

glLite Release 1
http://glite.web.cern.ch/qglite/packages/R1.0/R20050331
http://glite.web.cern.ch/glite/documentation
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The GILDA t-Infrastructure



EGEE Virtuous Cycle

Enabling Grids for E-sciencE

Application

User Registration Developers

Outreach

Dissemination @ \. @
User @
Induction

Researchers Training
Diagnosticians
Designers

Successful

Developer
Initial
Training

Positive
Referrals

Developer
Advanced
Training

Developers
At home on EGEE




The GILDA project

(https://gilda.ct.infn.it)

- EX

. File Edit View Go Bookmarks Tools ‘Window Help

@Q Q @ @ |M https:/fgilda.ct.infr.itf | m [m dga

L Home| EBockmarks % Webmail % Tiscali Mail % Missioni % Offerte 3 Ordini S FastWeb S5 Mozila,org

i ecee

-

: ' . nabling Grids
INFN ’w—— """"""""" - : for E-scienc
= Grip Inrn LABoORATORY for
s bl :GRI? Dissemmnarion ActiviTies
E HOME. ]r TESTBED i FDEMO?JI;ITDRH.TOé' EFET.I[I"ﬂg‘;—I!II'g : Eg‘fmhod.{n!amngoﬁ ]F MONITORING ][ CONTACTS ]

]

_ _ GILDA ( Grrid | nfn L aboratory for D issemination A ctivities )
» Grid tutorials

» GILDA Poster is a virtual laboratory to demonstrate/disseminate the strong capabilities of grid computing.
» Video tutorials
» Live User Interface GILDA consists of the following elements:

» User Interface PnP _ _ _ _ _
W |nstructions for users the GILDA Testhed |a series of sites and services (Resource Broker, Information Index, Data

W Instructions for sites Tanagers, monmanng tool, Computing Elements, and Storage Elements) spread all over ltaly

) and the rest of the_world on which the latest version of both the INFMN Grid middle-ware (fully
» Useful links _ N _
compatible dle-ware) andth iddle-wiare are installed;
» Sponsors + the Grid Demd sk’ e clstomized versiOseitheTull GEMIUS web portal, jointly developed

» . by INFMN and NICE, from where everybody can submit a pre-defined set of applications to the
Usage Statistics GILDA Testbad

» Old Usage Statistics -I the GILDA Certification Autharity: !a fully functional Certification Authority which issues 14-days
nting to experience grid computing on the GILDA Testhed;

o|the SILDA Virtual Orqamzan%;l a “irtual Organization gathering all people wanting to
expenence gna compuing on e GILDA Testbed;, GILDA also runs the Virtual Organization
Membership Service (VOMS) developed by INFN,;

+ the Grid Tutor based on a full version of the GENILS web portal, to be used only during grid
tutorials,

+ the monitoring system: a wersatile monitoring system completely based on GrdICE, the grid
monitoring tool developead by INFR;

+ the GILDA mailing list gilda@@infn.it, also archived on the web here.

M S ) & aa | LS
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The GILDA Test-bed
(https://gilda.ct.infn.it/testbed.html)

Enabling Grids for E-sciencE

-'.n_
B o Mg,
-

T

Vignna & Bratisinva
(University) E||-5.ﬂ|-‘5:.‘
¥

- - i
- F._:..g.,.'_:.,r_.Trlr_--_-lr_-_
Goenos wa e (Elalira)
({Biolab) Bologna
. (CMAF)

Parugia
(University)

Prague
[CESMNET)

ame
[CHRITIINAF)

MHa uleaﬂ

(INGF )

»
N Catania
(INFH (INAF)

15 sites In 3 continents !
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The GILDA Services

(https://gilda.ct.infn.it/testbed.html)

Enabling Grids for E-sciencE

¥ GILDA - Testbed - Mozilla

. File Edit Yew Go Bookmarks Tools Window  Help

Q Q @ @ ;[Mhttps:,l',l'gilda.ct.inFn.it,l'testbed.htmI

- 45 Home | F3Bockmarks % webmal % Missioni 3 OFferte % Ordini % Fastweb % Mozila.org

_fl"; ’) 1)
INFN
S%GRI? '

| GO CGRE

SIS e e FHH “nabling Grids
for E-scienc!

Disseminatio.

E H[.)ME ][ TESTBED JE&EII

ONSTRATOF Efﬂﬂg%ﬁg-ﬁhyﬂ:w-@ﬁmﬂ TUTOR ﬂ-E MONITORING 3-& CONTACTS ]

¥ Grid tutorials

¥ GILDA Poster

» Video tutorials

¥ |ive User Interface

» User Interface PnP ™"
» Instructions for users
» |nstructions for sites
» Useful links

¥ Sponsors
» Usage Statistics
¥ Old Usage Statistics

Ready for gLite !

LCG-2 Resource Broker (RE) grid004. ct.infn. it
LCG-2 Resource Broker (RE) grid013.ct.infr.it
LCG-2 Resource Broker (RE) skurut2.cesnet.cz
LCG-2 Resource Broker (RE) rb.be.itu. edu.tr
glite Resource Broker (RB glite-rb.ct.infn. it
Lite Development Resource Broker (RE 03.ct.infn.it
Information Index (BDIN grid004. et infn.it
Backup Infarmation Index (BDIN) grid013.ct.infn.it
GILDA WO server grid-vo.cnaf.infn.it: 10389
GILDA glite YOMS server > cert-vams-01 chaf inf. it 15008
GnrdICE Manitoring System alifarm? . ct.infn.it: 50080
LCG-2 Replica Location Service (RLS) grid008. ct.infn.it =
LCG-2 File Catalog (LFC [fc-gilda.cern.ch
Lite FiRelMan Catalag grid017 et infn.it
glite R-GMA, server rgmasny. ct.infn.it:3443
MyProxy Server grid001.ct.infr.it
Backup MyProxy Server grid014.ct.infn.it

[4]

S O B B o7l |
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The GILDA Sponsors

e ee (https://gilda.ct.infn.it/sponsors.html)

Enabling Grids for E-sciencE

[ GILDA - Testbed - Mozilla

. File Edit Wiew Go BkmksTI de Help

Q Q @ @ [% hktps:figilda.ct.infn.itfsponsars, html

48 Home | EIBockmarks % Webmail %5 Tiscal Mal %3 Missioni %3 Offerte S Ordini %% Mazila.org

|

GILDA is sponsored by:

JaFe) 3

- Centro Naclonal de
Cilculo Clentifico
I o a Universidad de Los Andes

(7 nazionate

delle Ricerche

.22 INFORMATICS INSTITUTE OF INFORMATICS
22 INSTITUTE ITU SLOVER ACEDEMY OF SCIENCES

l’:I/--'*x

UNIVERSITY B 'J OF VIENNA

“-.._

il 5 O E B 62 | Link net found: " | ===l
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The GILDA Certification Authority

(https://gilda.ct.infn.it/CA)

. File Edt Wiew Go Bookmarks Tools ‘Window Help
n @Q Q @ @ |@ https: ffgilda.ct.infn.itfCa) | | Go I @k Search t:ga
- ‘2 Home | F3EBookmarks 5 Webmail % Tiscali Mail 3 Missioni 3 Offerte %5 Ordini % Mozilla.org
= 2 =
‘, F C - gen u u
—o= — The GILDA Certification Authority
DissesunaTioN ACTRITIES
W General information i i i . . .
The GILDA Certification Authority (GILDA CAY 1zzues temporary (two weelks) personal public key cerificates
> GILDA CA certificate {comphant wath the 30509 standard) m order to access the GILDA Testbed,
> Request a personal certificate Absolutely no identity check 15 going to be performed on the requester, so the personal certificates 1zsued by the GILDA
- Fe e fEe CA have absolutely no value on any real production Grid Infrastructure.
W Request a host certificate The GILDA Certification Anthority i managed by,
> Renew a certificate Giuseppe Platania i
» ) TNFH Catania B
Check a personal certificate Via S Sofia, 64
W= Certificate Revocation List I-55123 Catania
TTATLY
g-mail: gilda-ca@et.imfn.it
Tel: +29 085 373 5465
Fas 435 095 378 5231
In order to mepect the GILDA CA certificate andfor save 1t m your web browser (necessary to validate your personal
certificate) chick on GILDA CA certificate in the left part of this page.
In order to request a certificate, click on Request a personal certificate m the left part of this page.
Fvou already have a trusted personal certificate, click on Request an account, in the left part of this page, to request an
account. Your personal certificate must be included i your browser before doing this.
In order to request a host certificate, click on Request a host certificate in the left part of this page.
[ (A & £ & @7 | | E=I=1
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CIEICJC) The GILDA Certification Authority

Enabling Grids for E-sciencE
B Request a GILDA CA personal certificate - Mozilla
. File Edt Wew Go Bookmarks Tools Window Help

al @0 Q @ Q |Mhttps:,I',I'gilda.ct.infn.it,l'CA,l'mgt,l'restrictedll'ucert.php | | Go | €, Search Cf:;c

+ 4 Home | [JBookmarks %5 mozila.org % mozilaZine S mozdev.org

¥ Request an account In order to correctly generate a recuest it is mandatory to fill all fields i the form below. Flease, double check the =
correctness of the e-mail address that you are gomng to provide since no verification will be performed by the server,
¥ Request a host certificate
The password vou are prompted about i the form below 15 the password of your perzonal account on the GENIUS Portal
¥ Check a personal certificate  from where you will access the GILDA Testbed and it is NOT the passphrase of vour personal certificate.
W Certificate Revocation List When the certificate will be signed by the GILDA CA manager you will be notified by e-mail with the mstriuctions to
download your GILD A CA personal certificate and access the GILD A Testhed.
Institute TiversityCompany: | |
First natne and last name: | |
Account username
{max & characters; only not-accented letters and digits are allowed, both | |
lowercase and uppercase):
Arccount password
(only not-accented letters and digits are allowed, both lowercase and | | u
UppPErCase): B
Confirm account password
{only not-accented letters and digits are allowed, both lowercaze and | |
UppPErCase):
E-tnail: | |
KeySize: | | 2048 (High Grads) v |
Submitthe request ] [ Clear form ]
-
M G S F) B a? | | I ]
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CJIEICJIC) The GILDA Certification Authority (4/4)

Enabling Grids for E-sciencE

EEX
. File Edit Wiew Go Bookmarks Tools  window  Help

W |

| ©° Q @ Q |M htkps:ffgilda. ct.infn.itiCafmgtfrestricted) srvreq. php | |1_Su | @h search C:ga i
s |

|

‘l A Home| TBookmarks S mozilla.org - mozilaZine % mozdev.org

2

_EEESI _ The GILDA Certification Authority

Dissesnation Acrvimies

¥ General information

W Gl DA CA corfificats Request a GILDA host certificate

% Request a personal certificate When the certificate will be signed by the GILDA CA manager you will be notified by e-mail wath the mstructions to download

your GILDA host certficate.
» Request an account
¥ Request a host certificate Tnstitute/Tiversity/C omp any: | |

¥ Check a personal certificate Full serwer hostname | |
(do not use generic names from Internet Prowiders):

¥ Certificate Revocation List

E-mait address of server admmstrator | |
{do not use genenc addresses but only personal ones):

[ Submitthe request ][ Clear farm

M= &F Fl B &2 | Done | :m"&lw
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The GILDA Virtual Organization

Enabling Grids for E-sciencE

o File Edit Wew Go Bookmarks Tools Window Help

@Q @ @ @ |Mhttps:Hgilda.ct.infn.it; | m [m] d%‘-za

L Home| EBookmarks S Webmail S5 Tiscal Mail S Missioni S OFferte S Ordini %% Mozila,org

INFN R, iR f-;‘F;!rabling' rids

i . am : : -scienc!
(—’/GR;b_ Grio Infn CABORATORY for
s s Dissemination Activities

B 1 GRID | [JCERTIFICATION| [3) VIRTUAL | | B N
[ HOME ] ﬁ TESTBED 1 &euunsmmoé Ef numomrﬁ kbnsnmznm ﬁcmnm'rcn ] E Mommmm.a [ CONTACTS ]

» Grid tutorials INF
¥ GILDA Poster L/
» Video tutorials%

¥ Live User Interface

¥ User Interface PnP 'T-‘EI'
¥ |nstructions for users
¥ |nstructions for sites

Registration Form

Nome e cogneme / First name and family name: |RDber‘tD Barbera
» Useful links 1
Istituto/Institute: | INFN-Catania | N
» Sponsors
» Usage Statistics Telefono/Phone number: | |

¥ Old Usage Statistics
E-mail: |r|:|beﬁo.barbera@d.infn.it |

Selezione VO / VO choice:

La sottomissione della domanda implica l'obbligo ad un corretto uso delle risorse messe a disposizione
dellutente.

[ Clear Farm ][ Fegister ]
122 & B & o | I ==
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CHEE The GILDA VOMS

SEIES

. File Edt MWiew Go Bookmarks Tools Window Help

@G Q @ Q |.L https:fcert-wams-01.cnaf.infn.it: 84435 voms/gilday) | | Go I Q::“SEarl:h d:;ga

45 Home | E3Eookmarks %5 Webmail 3 Missioni - Offerte %3 Crdini % Fastwieb %3 Mozila.org

Virtual Organization Membership Service

My membership details WEICDme t'D' VOMS*

New user registration

VOIS is the Virtual Organization Membership Service, a central database for YO membership information.
My requests

This is the YOMS administration interface providing YO membership-related services for YO users and VO managers.

Administer the VO

Flease select an item from the services listed on the left side of this page.
Handlle requests

Check audit data
CONFIGURATION
Configur ation information

List all Vs on this server

WOMS Admin 1.0.5
Ralzaze 1

22004 CERM, ELTE
on behalt of the EU_ EGEE Project

0 3R &F F) @ @ oene I SN
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[ GILDA - GridICE - Grid Monitoring Service - Mozilla
Fle Edit Wiew Go Eookmarks Tools indow Help

OO \) O \) |% http:ffalifarm?  ct.infn.it: 50080/ gridice/site jsite ,php

. 45 Home [JBookmarks S Webmal S Tiscali Mail % Missioni % Offerte S Ordini S Mozila.org

The GILDA Monitoring System

(http://alifarm7.ct.infn.it:50080/gridice)

¥ GILDA - GridICE - Grid Monitoring Service - Mozilla

File Edit Wiew Go Bookmarks Tools Window Help

O Q O '\) %y http:ffalifarm?.ct.infn.it: 50080/ gridicefvosvo_details, php?voMame=gildafuwisi QS
M- | | &) @

fas WY, L 1
[ G’@(C:B
GRID INFN-LABORATORY for

DISSEMINATION ACTIVITIES the eyes of the Grid

£
2
g
g
E
-
é

w
(=]

N e I e

oMo ooooo

Generated: Fri, 6 May 2005 12:28:49 +0200

1 2 =]
1 1 ]
8 10 B

2 4

4

» & Home  C3Bookmarks S webmail % Tiscal Mal %5 Missioni % Offerte %3 Ordini 3 Mozila.org

VO view::gilda > > Core Services >> Computing Resources

Storage Resources

o OF B B o

=¥ =

Storage Element ID

Generated: Fri, 6 May 2005 12:49:01 +0200

INFSO—R‘

gilda

1gilda
1gilda
1gilda
:gilda
igilda
:gilda
1gilda
1gilda

Computing Resources Storage Resources

2 1D

cnaf.infh.it
ct.astro.it
ct.infh.it
ct.infh.it
grid.unipg.it
na.astro.it
pd.infr.it
ui.savba.sk

be.itu.edu.tr

be.itu.edu.tr 0 2
be.itu.edu.tr 0 2
be.itu.edu.tr 0 2
cesnet.cz u] u}
139.2 Gh . .
3 Th chaf.infn.it 2 2
13.4 Gh cnafiinfn.it 2 2
104.5 Gh chaf.infn.it 2 2
1.4 Th cnaf.infn.it 2 2
75 @b ct.astro.it 1 1
i;;:g EE ct.astro.it 1 1
68.5 Gb ildace.c tro. it . 1% u! ct.astro.it 1 1
i ct.infn.it 8 8
ct.infn.it g =]
ct.infh.it 8 =]
ct.nfn.it 19 19
ct.nfn.it 19 19
ct.infn.it 19 19
grid.unipg.it 16 16
grid.unipg.it 16 16
grid.unipg.it 16 16
na.astro.it 7 7
na.astro.it 7 7
na.astro.it 7 7
na.astro.it 7 7

pd.infr.it 2 2

139.22 Gh 32 Mb
13.44 Gb 1.89 Gb
104.54 Gh 1.92 Gb

1.38 Th 638.26 Gh
22,19 b 2.68 Gb

7.33 Gb 1,79 Gb
213.79 Gh 3.23 Gh
498,59 Gh 727 Mb
58.54 Gh 145 Mb
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The Grid Tutor

(https:/Igrid-tutor.ct.infn.it, https://glite-tutor.ct.infn.it)

Enabling Grids for E-sciencE

[ Welcome to the GENIUS INFN GRID Portal - Mozilla
. Fle Edit VYew Go Bookmarks Tools Window Help

‘ Q e @ @ [|9El,‘-https:,|‘,|‘gridftutor.ct.\nfn.it)l

o 8 Home | EJBookmarks 5 Webmail % Tiscali Mail %y Missioni %3 OFferte %y Ordini %5 Fastweb %5 Mozila.org

ﬂl IQ‘SearchI ‘ @a

INFN
g
File Services
Security Services
Job Services
Data Services
Info Services
Monitoring Services
Interactive Services
Grid Settings
Set VO/VOMS

Current VO Services
Statistics

Logout

powered by
EnginFrame 3.2
compliant with
LCG-2 GRID.IT

gLite-1

ceee

Enabling Crids
for E-scienct

engwframe .
”

Grid Enabled web eNvironment for site Independent User job Submission

Welcome to GENIUS

Important MNotice
GENIUS User's Guide (pdf)

MNew Grid Authentication with MyProsy it}

o] (G search | ‘ @a

GENIUS MyPromy Server Installation
GENIUSE CVE Available

S Offerte S Ordini % FastWeb S Mozila.org

GEMIUS M List
GENIUE Malng Arclive (Help on Majerdomo Commands)
GRID MOVIE
Wsefil Links
Credits

This portal is best wiewed with Mozlla 1.6.
MNetscape (4.79, 4.80, & and higher) and Internet
Ezplorer (5 or lugher) can also be used.

The use of any other web browsers could induce some
visualization mismatches and is not currently suggested
GENIUS is based on Apache 1.3.31 and Open33L 0.9.74d
Last update: Tue 12 April 2005

Current VO Services
Statistics
Logout

powered hy
EnginFrame 3.2
compliant with
L GRID.IT

gLite-1

ngwmrame

ecee

Enabling Grids
for E-sciench

Grid Enabled web eNvironment for site Independent User job Submission

Welcome to GENIUS based on
clite

Important Metice
GENIUS User's Guide (pdf)
MNew Grid Authentication with JyPro:
GENIUS MyProxy Server Installation
GENIUE CVE Available
GEMNITS Mailing Tist
GENIUS Matbing Archive (Help on Majordome Commands)
GEID MOVIE
Tseful Links
Credits

This portal is best viewed with Mozilla 1.6
Wetscape (4.79, 4.80, 6 and higher) and Internet
Esplorer (5 or higher) can also be used.
The use of any other web browsers could induce some
wisuahization mismatches and 15 not currently suggested.




The Grid Demonstrator (1/2)

(https:/Igrid-demo.ct.infn.it, https://glite-demo.ct.infn.it)
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CHEE GEMS example

Enabling Grids for E-sciencE

-8 X
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. File Edit View Go Bookmarks Tools Window Help

Q e @ @ [|% hittps://grid-tutor.cLinfr.it’ ﬂl ‘ dgﬂ

4% Home [3Bookmarks % Red Hat, Inc. % Red Hat Metwork E3Support £33hop 3 Froducts F3Training

v x
. File Edit ¥iew Go Bookmarks Tools Window Help

/-) @Eﬂg e e @ @ [l%hﬂps:h‘grid—tutor.ctinfn.it-’gilda.-‘abctra]a?m204_1314;’201204_1314html a|‘ dga

, N FN 4% Home ‘ F3Bookmarks % Red Hat, Inc. % Red Hat Metwork E3Support E33hop E3Products £3Training
u Istituta Nazrionale
di Fisica Nucleare

Gri

SIMBEX

e RB: gilda

Configuration
files creation

H Job ID
A ~-di H
e Interactive

1 Z2s0v8iEesbvfOPu eWly

Simbex Job Queuf

i MP! jobs !

EnginFrane 3.2 Open Monitor

compliant with
LCG-2
ERID.IT

1020 30 40 50 /0 FO B0 30 100 110 120 1300 1400 150 !!5 T70 180 190 ¢

Gamma

0 (e m e




hadronTherapy example

CATANA beam

line in realit
net Yy hadronTherapy in

GENIUS

CATANA beam line==mrrmmmmmrmr

- simulated by

: ©)ryane s
INFN (] s 6 scdsncd s Burops
hadronTherapy e - _ 'L e
- |f'-“ curve - protans 1000000 - Grid Jab_|
§ " f*i

nnnnnnnnnn
mmmmm

ISSGCO05, Vico Equense, 20.07.2005 121

INFSO-RI-508833



GATE example

Enabling Grids for E-sciencE
¥ Welcome to the GENIUS INFN GRID Portal - Mozilla -0 X
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The GILDA User Interface Plug&Play combined

e ee (https://gilda.ct.infn.it/UIPnPcomb/)

Enabling Grids for E-sciencE

¥ GILDA Live U] - Mozilla
. Filz Edit View Go Bookmarks Tools Window Help

QLW

4% Home ] FlBookmarks 5 Webmal 5 Tiscali Mail S Missioni % OFferte S Ordini S Fastweb %% Mozila.org

IM https: figilda. ck.infn.it/UIPRPComb)

b

’NFN Siissesace 1 : - Enabling Grids

for E-scienck
GRID

~ .
l HOME ! l TESTEED !&m"m i Nm@—@marumn}luwmmmi scomnc-rs !

¥ Grid tutorials
¥ GILDA Poster
» Video tutorials PnP

» Live User Interface GILDA User interfaces Piug & Piay
¥ User Interface PnP 3
¥ |nstructions for users

» |nstructions for sit

i GILDA USER INTERFACE PLUG & PLAY
» s

»u':zszt’srfaﬁsﬁcs (LCG AND GLITE

» Old Usage Statistics ee—— —

The GILDA User Interface Flug & Flay tarball contains all the necessary software to
searmlessly twrn your Linux PC into a maching from you can access and use the
GILDA dissermination grid realized in the context of both the ltalian [INFMN Grid
Project and the European EGEE Project. The installation procedure installs the
User Interface in the user direcrory so ne root privilege is required. This User
Interface is based both on IMNFIMN Grid 2.4.0 (fully compatible with LCG 2.4.0) and
glite |1,

£
i i i II i i Fid :toiied. iii"i




Tutorial layout and acronyms

Enabling Grids for E-sciencE

Test RB

RB/BDI|

=/

LFC
Catalog

FireMan
Catalog
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Ul PnP “combined”

BDII
LCG




C DMS layout in GILDA

Enabling Grids for E-sciencE

Ul PnP “combined”

v

UT
LCG ng‘re

LCG gLite
RLS LFC Fireman
 Catalog Catalog | Catalog

GILDA S|te GILDA S|te
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IS layout in GILDA

Enabling Grids for E-sciencE
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_ The GILDA Live User Interface (1/2)
e ee (https://gilda.ct.infn.it/live-cd/)

Enabling Grids for E-sciencE
EE GILDA Live UI - Mozilla

. File Edt Wew Go Bookmarks Tools Window Help

{ @ @ Q @ |'% https: ffgilda. ct.infn.itflive-cd)

. 4 Home  JBockmarks S mozila.org S mezllaZine v mozdev.org

A

GILDA LivE USER INTERFACE

The GILDA Live User Interface CD contains all the necessary software to access and use the GILDA dissemination
grid realized in the context of both the ltalian [INFMN Grid Project and the European EGEE Project.
GILDA Live User Interfoce is based on Knoppix 3.6,

Useful Iy

SYSTEM REQUIREMENTS

The Grid middleware installed on the GILDA testbed and, then, on the GILDA Live User lnterface CD), is made of
several services interplaying among each other. 30, to ensure the correct functioning of the systermn, some
requirements have to be sarisfied,

Date and time

The date and time of the system must be correct | A more-than-5-minutes skew between the time on the system installed
on the GILDA Live User Interfoce CD and that of other grid elements available on the GILDA testbed determines an error.

In order to make easier the correct setup of dare and time, the system installed on the GILDA Live User Inrerface
2D tries at the bootstrap to connact to a MNTF server, In any case, howewver, please check date and time before
invoking amy grid service,
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The GILDA Tutorials/Demonstrations (1/2)

(https://gilda.ct.infn.it/tutorials.html)

Enabling Grids for E-sciencE

2004

Edinburgh, 7 April 2004, slides, pictures

Tunis, 22-23 April 2004, pictures

Edinburgh, 26-28 April 2004, slides, pictures
CERN, 17-19 May 2004, pictures

Catania, 24-25 May 2004, home page, pictures
Dubna, 29 June - 2 July 2004, agenda

Edinburgh, 6 July 2004, home page

Catania, 14-16 July 2004, home page, pictures
Vico Equense, 19 July 2004, slides, pictures

Vico Equense, 6-10 September 2004, home page
Catania, 4-8 October 2004, home page, agenda
Vilnius, 5-6 October 2004, agenda

London, 6 October 2004

Madrid, 6-7 October 2004, agenda

Heidelberg, 11-14 October 2004

CERN, 16 October 2004

Prague, 26 october 2004, home page

Warsaw, 4-6 November 2004, home page, agenda
Lyon, 9-10 November 2004, agenda

The Hague, 15-17 November 2004, pictures
Merida, 15-20 November 2004, home page, agenda,
slides, pictures

Tunis, 20 November 2004

Rio de Janeiro, 22-23 November 2004, home page,
agenda, pictures

The Hague, 24 November 2004, agenda

CERN, 29-30 November 2004, agenda

Kosice, 30 November - 1 December 2004, agenda
Tunis, 6-7 December 2004

Bochum, 7-10 December 2004, home page, agenda
Edinburgh, 8 December 2004, home page
Istanbul, 9-10 December 2004, agenda, slides,
pictures

Shanghai, 9-10 December 2004, agenda

Aurillac, 13-14 December 2004

Prague, 16 December 2004, home page, pictures
Tel Aviv, 22-23 December 2004, agenda, pictures

2005

CERN, 13 January 2005, agenda

Torino, 18-19 January 2005, home page, agenda
CERN, 20 January 2005, agenda

CERN, 2-4 February 2005, agenda

Roma, 3 February 2005, home page, agenda,
pictures

Sydney, 3-4 February 2005, home page

CERN, 9-11 February 2005, agenda

Amsterdam, 14-16 February 2005, home page
Trento, 23-25 February 2005, home page, agenda
Amsterdam, 28 February - 1 March 2005, home
page

Julich, 9 March 2005,

Clermont-Ferrand, 9-31 March 2005, agenda
Vienna, March-August 2005

Hamburg, 23-24 March 2005, home page, agenda
Ula-Merida, 31 March-1 April 2005, agenda
Zilina, 4 April 2005, home page and agenda
Edinburgh, 9-13 May 2005, home page and agenda
Catania, 13-15 June 2005, home page, agenda
Valencia, 14-16 June 2005, home page, agenda




The GILDA Tutorials/Demonstrations (2/2)
(https://gilda.ct.infn.it/tutorials.html)

Enabling Grids for E-sciencE
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The GILDA Video Tutorials
e ee (https:/lgilda.ct.infn.it/video.html)

. File Edit Wiew Go Bookmarks Tools  ‘Window  Help

@a @ @ @ |Mhttps:,l'll'gilda.u:t.infn.itll'

MK Home| FIBookmarks %% Webmail %% Tiscali Mail %% Missioni % Offerte %% Ordini %% Mozila,g

| ) ([Ssma) <55, [
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) ; . nabling Crids
| ’NFN P - ST : for E-scienc
(-/GRID Grip Inrn LABORATORY for
o 11— o Dissemmation AcTiviTIES

| |sCERTIFICATION | |, WVIRTUAL | - N
2 Ef numomrﬂ %anmznnod ?:}GRIDTUTOR ] E MONITORING 1 E CONTACTS ]

The INFN Giid Video

TESTBED

W Grid tutorials - Real stream. (v-:uic.e i.n. itfﬂia.n_. faster but luw.er qual.it_v).
Y GILDA Poste - MPEG movie (voice m italian, slower but lugher quality, 6200NB!)
» Video tutorials > How to join GILDA

Ve O ace - Real stream (faster but lower quality)
W User Interface PnP % - Flash movie {slower but higher quality)
» Instructions for users
¥ Instructions for sites
» Useful links

Certificate: conversion and mampulation
- Real stream (faster but lower quality)
- Flash movie {slower but higher quality)

: Sponsors o The GILDA Grid Demonstrator
Usage Statlstlc.s ) - Real stream (faster but lower quality)
» 0ld Usage Statistics - Flash movie (slower but higher quality)

The GILDA Grid Tutor: how to install it
- Real stream (faster but lower quality)
- Flash movie {slower but higher quality)

The GILDA Grid Tutor: how to use it
- Real stream (faster but lower quality)
- Flash movie {slower but higher quality)
M (A & ) 6 o7 | | Er= =
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GILDA summary numbers

Enabling Grids for E-sciencE

15 sites in 3 continents
> 1600 certificates issued, 15% renewed at least once
> 45 tutorials and demos performed in 15 months

> 40 jobs/day on the average
Job success rate above 80%
> 600,000 hits (35,000 visits) on (of) the web site from 10’s of

different countries

> 400 GB of videos and Ul’s
downloaded from the web site

. Ble Edit Yiew Go Bookmarks Tooks Window Help

| @Q @D @ Q ‘% hitp:/fecia2.in2p3. Fr/EGEE-JRAZ{QAme asurement/showstats. php
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Enabling Grids for E-sciencE

Total attendance at courses
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EGEE-NA4 Applications and GILDA

Enabling Grids for E-sciencE

« 7 Virtual Organizations supported:
— Biomedicine (Biomed)
— Earth Science Academy (ESR)
— Earth Science Industry (CGG)
— Astroparticle Physics (MAGIC)
— Computational Chemistry (GEMS)
— Grid Search Engines (GRACE)
— Astrophysics (PLANCK)

 Development of complete interfaces with GENIUS for 3 Biomed
Applications: GATE, hadronTherapy, and Friction/Arlecore

 Development of complete interfaces with GENIUS for 4 Generic
Applications: EGEODE (CGG), MAGIC, GEMS, and CODESA-3D
(ESR) (successfull demos of EGEODE and GEMS at EGEE review)

 Development of complete interfaces with GENIUS for 16
demonstrative applications available on the GILDA Grid
Demonstrator (https://grid-demo.ct.infn.it)

 Development of complete interface with CLI for NEMO




C Summary and conclusions

Enabling Grids for E-sciencE

The EGEE middleware:
|s exiting prototyping phase and entering real production phase (LHC first
real data are only 2 years away from now!)
Implements a full and complete stack of grid services that can be used all
together or separately at user’s discretion

Closely follow the standardization process going in GGF and other for a
GILDA is a real virtual laboratory for dissemination of grid computing:

It is a “de facto” standard t-Infrastructure adopted both by EGEE and
some forthcoming EU-FP6 projects (EELA, EUCHINAGRID,
EUMEDGRID, ICEAGE)

It is a complete suite of grid elements (test-bed, CA, VO, monitoring
system, web portal, live user interface, user interface plug&play) and
applications fully dedicated to dissemination purposes and pre-porting
of new applications to EGEE Infrastructure

GILDA runs latest production (stable) version of both the LCG grid
middleware but it is also early adopting gLite in order to make the
transition to the new middleware smoother and easier
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