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On a construction by Giudici and Parker on commuting graphs of
groups

GIOVANNI CUTOLO

Abstract. Given a connected graph ∆, a group G can be constructed in such a way that ∆ is often isomorphic to a
subgraph of the commuting graph KGp∆q of G. We show that, with one exception, KGp∆q is connected, and in this
latter case its diameter is at most that of ∆. If ∆ is a path of length n ą 2, then diampKGp∆qq “ n.

1. Introduction

In [2], M. Giudici and C. Parker show that for every positive integer n there exists a finite 2-group of nilpotency class 2
whose commuting graph is connected and has diameter greater than n. Their construction can be interpreted as a
variant of a general procedure which makes possible to define a class-2 nilpotent group starting from a graph (see [3]
for an early example).

In this case the construction is as follows. Let ∆ be a (simple, undirected) connected graph. We define Gp∆q as the
group generated by the vertices of ∆ subject to the following relations: for all a, b, c, d P V p∆q, a2 “ ra, b, cs “ 1 and
ra, bs “ rc, ds if d∆pa, bq “ d∆pc, dq ą 1, while ra, bs “ 1 if d∆pa, bq “ 1 (d∆ denotes distance in ∆). Then Gp∆q is a
nilpotent 2-group of class at most 2 and exponent at most 4. Let n be the (possibly infinite) diameter diam ∆ of ∆.
Write G for Gp∆q and, for all i P N such that 1 ă i ď n, let ci “ ru, vs P G where u, v are (any) vertices of ∆ such that
d∆pu, vq “ i. Then G1 is elementary abelian with tc2, c3, . . . , cnu or tci | 1 ă i P Nu as a basis, according to whether n
is finite or infinite, so the rank of G1 is n ´ 1 in the former case, infinitely countable in the latter. Also Gab “ G{G1

is elementary abelian; it has rank |V p∆q|. It is of course possible that G1 ă ZpGq ă G; for instance if ∆ is a path of
length 2 then G is isomorphic to the direct product of a dihedral group of order 8 and a group of order 2, as a more
extreme case: G would be abelian if ∆ were a complete graph.

In the definition of Gp∆q, the choice of letting adjacent vertices of ∆ commute is justified by the fact that it often
allows to identify ∆ with a subgraph of the commuting graph of Gp∆q. Here, with reference to an arbitrary group G
with center Z “ ZpGq, we define the commuting graph KpGq of G as the graph with the set taZ | a P G r Zu of all
nontrivial cosets of Z in G as the vertex set, and in which any two distinct vertices aZ and bZ are adjacent if and
only if ra, bs “ 1 in G. Note that a slightly different definition of commuting graph is more common in the literature;
it requires G r Z as the vertex set and essentially the same adjacency condition: two distinct vertices are adjacent
iff they commute in G. Calling K˚pGq this second graph, it is clear that KpGq is a retract of K˚pGq: this latter is
obtained from KpGq by replacing every vertex with a complete graph on |Z| vertices and adding edges so that any
two distinct vertices of K˚pGq will be adjacent iff the corresponding cosets coincide or are adjacent in KpGq. Thus,
KpGq is a minor of K˚pGq, and embeds in it. What is relevant to our purposes is that if a, b P G, then the distances
of a and b in K˚pGq and aZ and bZ in KpGq are the same, and diampK˚pGqq “ diampKpGqq. Since we shall almost
exclusively be concerned with connectedness and metric questions, this means that up to irrelevant details all our
results will still remain valid if KpGq is replaced by K˚pGq. An advantage of working with KpGq rather than K˚pGq
is that if G and H are groups, then KpGq and KpHq are isomorphic not only if G and H are isomorphic, but also if
G and H are merely isoclinic. For instance KpGq » KpHq for all subgroups H of G such that G “ HZpGq.

It is also worth noting that, by construction, KpGq cannot have just one vertex nor a vertex of eccentricity 1 (i.e.,
adjacent to all other vertices), so either it is empty (which happens iff G is abelian) or its diameter is greater than 1.

The main result in [2] can be rephrased as follows: if ∆ is a (finite) path of length n ą 2, then KGp∆q :“ KpGp∆qq
is a connected graph whose diameter can be arbitrarily large, in fact bounded below in terms of n. The authors also
note that some computational evidence suggests that this diameter could actually be precisely n. We shall prove that
this is the case. We also show that, up to small exceptions, if ∆ is an arbitrary connected graph, KGp∆q is connected
of diameter at most diam ∆. Our main result is the following.

Theorem. Let ∆ be a connected graph of (possibly infinite) diameter n, let G “ Gp∆q and Γ “ KGp∆q. Then:

(i) if n ą 2, then Γ is connected and diampΓ q ď n. Moreover, if ∆ is a path, then diampΓ q “ n;
(ii) if n “ 2, then either Γ is connected and diampΓ q “ 2, or |G{ZpGq| “ 4 and Γ is the graph on three vertices and

no edges.
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Which of the two possible cases does actually occur for a given graph of diameter 2 is discussed in Proposition 2.4.
Finally, Proposition 5.9 shows for a few small values of n “ diam ∆ ą 2 that the maximum diameter n for diampKGp∆qq
is only attained when KGp∆q is isomorphic to the graph constructed from a path of the same length.

2. Notation and preliminaries

We use standard terminology for groups and graphs (a reference for the latter is [1]); note that we admit the empty
graph (the one with empty vertex set) and that v „∆ w (or simply v „ w, if ∆ is suggested by the context) means
that v and w are adjacent vertices of the graph ∆.

In accordance with standard terminology, an element g of a p-group G (where p is a prime) has breadth a positive
integer brGpgq iff g has (exactly) pbrGpgq conjugates in G. In this paper G will almost always be a nilpotent 2-group
of class 2 and G1 will have exponent 2; in these cases brGpgq is the rank (that is, the dimension as a vector space over
the integers modulo 2) of G{CGpgq or, equivalently, of rG, gs.

With reference to a connected graph ∆ and the group G “ Gp∆q, for each g P G we shall write ḡ for the coset
gZpGq P G{ZpGq. Furthermore, for every finite set X of vertices of ∆, we denote by ÞpXq the product in G of
the elements of X in a prefixed order (which one is irrelevant to our purposes, since we will only be interested in
commutators involving ÞpXq; of course we let ÞpXq “ 1 if X “ ∅) and let ÞpXq “ ÞpXqZpGq “

ś

gPX ḡ; this latter
is of course independent of the ordering of the factors and is either ZpGq or a vertex of KGp∆q.

As usual, txu and rxs denote the floor: maxtn P Z | n ď xu and the ceiling: mintn P Z | n ě xu of the number x.
For any sentence ϕ we write θϕ for the truth value of ϕ: so θϕ is 1 or 0 according to whether ϕ is true or false.

This symbol will be mostly used in Section 3.

Just for the sake of further reference we state an obvious lemma.

Lemma 2.1. Let ∆ be a connected graph and G “ Gp∆q. Let X,Y be finite subsets of V p∆q. Then rÞpXq,ÞpY qs “ 1
(in G) if and only if, for all integers i ą 1, the number of all pairs px, yq P X ˆ Y such that d∆px, yq “ i is even.

Proof. For all integers i such that 1 ă i ď diamp∆q, let λi “
ˇ

ˇtpx, yq P X ˆ Y | d∆px, yq “ iu
ˇ

ˇ, moreover, let
ci “ ru, vs for any u, v P V p∆q such that d∆pu, vq “ i. Then rÞpXq,ÞpY qs “

ś

xPX,yPY rx, ys “
śn
i“2 c

λi
i , where n “

maxtd∆px, yq | x P X and y P Y u. Now the result follows from the fact that, as remarked earlier, the commutators ci
form a basis of G1. �

Of course, in the previous lemma, the condition rÞpXq,ÞpY qs “ 1 exactly means that one of the following holds:
either one of ÞpXq and ÞpY q is ZpGq, or ÞpXq “ ÞpY q, or ÞpXq and ÞpY q are adjacent vertices of KGp∆q.

It is worth noting that the assignment ∆ ÞÑ Gp∆q does not appear to be part of a description of a meaningful
functor from the category of connected graphs to that of groups, in that a graph morphisms ϕ : ∆1 Ñ ∆ (i.e., an
adjacency preserving mapping V p∆1q Ñ V p∆q) of graphs does not usually induce, at least in the obvious sense, a
group homomorphism Gp∆1q Ñ Gp∆q. It does when ϕ preserves distances, so we have a functor from the category
of connected graphs and distance-preserving mappings to that of groups.1 We shall make use of the fact that this
functor preserves embeddings, and state this property in the form that we need, as part (i) of the next lemma. If ∆1

is a connected subgraph of the graph ∆, we say that it is isometrically embedded in ∆ iff any two vertices of ∆1 have
the same distances in ∆ and in ∆1. This is certainly the case when ∆ is a tree, but also when ∆1 is a subpath of a
path of minimal length among those joining two given vertices in ∆.

Lemma 2.2. Let ∆ be a connected graph and G a group.
(i) If ∆1 is an isometrically embedded, connected subgraph of ∆, then the inclusion map V p∆1q ãÑ V p∆q extends

to a group monomorphism Gp∆1q� Gp∆q.
(ii) If H is a subgroup of G, then the inclusion map H ãÑ G induces a graph embedding KpHq Ñ KpGq. This

embedding is an isomorphism if and only if G “ HZpGq.

Proof. If ι : V p∆1q ãÑ V p∆q preserves distances, that is, d∆pa, bq “ d∆1
pa, bq for all a, b P V p∆1q, then ι preserves the

relators in the presentations defining Gp∆1q and Gp∆q; hence it induces a homomorphism Gp∆1q Ñ Gp∆q, which is
easily seen to be monic.

Now we prove (ii). Let T be a right transversal of ZpHq in H. Then the assignments gZpHq ÞÑ gZpGq, where
g ranges over the elements of T r ZpHq, define an injective mapping from V pKpHqq to V pKpGqq which clearly is a
graph embedding KpHq Ñ KpGq, as required. This mapping is surjective (that is, an isomorphism) if and only if
G “ TZpGq, which in turn is equivalent to G “ HZpGq, as this latter equality implies ZpHq “ H X ZpGq. �

We have already seen, in the introduction, that there are (finite, connected) graphs ∆1 such that Gp∆1q is not
abelian; but any such ∆1 is certainly embedded (not isometrically) in a complete graph K, and of course GpKq
is abelian. This shows how things can go wrong in (i) if the hypothesis of isometric embedding is removed. As

1As a matter of fact, the construction discussed in this paper could be generalised by starting from an arbitrary (pseudo)metric space
rather than from a connected graph. This construction provides a functor from (pseudo)metric spaces to groups.
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regards (ii), note that the embedding KpHq Ñ KpGq is usually not isometric and is not always uniquely determined
by H: it depends on the choice of T unless ZpHq “ H X ZpGq.

Once again, assume that ∆ is a connected graph. We show that, in order to discuss KGp∆q, we can replace ∆ with
a certain subgraph (a retract, in fact) of its. Indeed, for all a P V p∆q let N`paq “ tx P V p∆q | d∆pa, xq ď 1u. It is
easily seen that, for all a, b P V p∆q, the following three conditions are equivalent:

‚ N`paq “ N`pbq;
‚ d∆pa, bq ď 1, and d∆pa, xq “ d∆pb, xq for all x P V p∆qr ta, bu;
‚ ā “ b̄.

Define an equivalence relation ρ in V p∆q by letting a ρ b if and only if these conditions hold. Fix a complete set R
of representatives of the ρ-equivalence classes. The subgraph of ∆ induced by R is clearly isomorphic to the graph
obtained by contracting each ρ-equivalence class in one single vertex; therefore, up to isomorphism, this subgraph of ∆
is independent of the choice of R; we call it ∆ρ. The following is immediately checked.

Lemma 2.3. In the notation just established, ∆ρ is connected and isometrically embedded in ∆; moreover, diamp∆ρq “

diamp∆q unless ∆ is complete. Let Gρ be the image of the embedding Gp∆ρq� G :“ Gp∆q described in Lemma 2.2 (i).
Then G “ GρZpGq and so KGp∆ρq » KGp∆q.

Proof. For all v P V p∆q let v˚ be the vertex of ∆ρ which is ρ-equivalent to v (so v˚ “ v if v P V p∆ρq). For all
a, b P V p∆q, if P is a path in ∆ joining a and b, then the vertices in tv˚ | v P V pP qu form a path in ∆ρ joining a˚
and b˚ of length at most that of P , therefore d∆pa, bq “ d∆ρ

pa˚, b˚q unless a˚ “ b˚. This shows that ∆ρ is connected
and isometrically embedded in ∆, and diamp∆ρq “ diamp∆q if ∆ρ is not complete. Now the lemma follows from
Lemma 2.2 and the fact that v P v˚ZpGq for all v P V p∆q. �

The reduction provided by Lemma 2.3 is useful in settling the case of graphs of diameter 2. If Σ is any finite,
connected graph and k “ |V pΣq|, we define the remoteness matrix of Σ as the k ˆ k matrix pavwq over the field F2 of
order 2, with rows and columns labelled by the vertices of Σ (with respect to a fixed linear order), where each entry
avw is 0 or 1 according to whether d∆pv, wq ď 1 or d∆pv, wq ą 1.

Proposition 2.4. Let ∆ be a connected graph of diameter 2, and let ∆ρ the subgraph of ∆ defined as in the previous
paragraphs. Let G “ Gp∆q and Γ “ KGp∆q. Then either Γ is connected of diameter 2, or |G{ZpGq| “ 4 and Γ is the
graph with three vertices and no edges. The latter case occurs if and only if ∆ρ is finite and its remoteness matrix
has rank 2.

Proof. Let Z “ ZpGq. We have |G1| “ 2, because diamp∆q “ 2. Then |G{CGpgq| “ 2 for all g P G r Z. If
|G{Z| ą 4, this shows that for all g, h P G we have Z ă CGpgq X CGphq; then, if g, h R ZpGq then ḡ „ c̄ „ h̄ for some
c P pCGpgq XCGphqqrZpGq. It follows that KGp∆q is connected of diameter 2 in this case: note that, as remarked in
the introduction, KGp∆q certainly has at least a pair of non-adjacent vertices. In the remaining case G{Z is non-cyclic
of order 4, and it is clear that the three nontrivial cosets of Z in G are isolated vertices in KGp∆q. Therefore KGp∆q
has three vertices and no edges.

We are only left to prove that |G{Z| “ 4 is equivalent to the stated condition. The cosets ā “ aZ, where a ranges over
the vertices of ∆ρ, are pairwise distinct and generate G{Z, by Lemma 2.3. It follows that G{Z is finite if and only if ∆ρ

is finite. We may therefore assume that ∆ρ is finite. With reference to the notation of Lemma 2.3, let H “ Gρ. Then
H is finite and G “ HZ, so that H 1 “ G1 and H{ZpHq » G{Z. The mapping pgH 1, hH 1q P Hab ˆHab ÞÑ rg, hs P H 1

is bilinear, and since |H 1| “ 2, it can be regarded as a symmetric bilinear form over F2. With respect to the basis
taH 1 | a P V p∆ρqu, this form is represented by the remoteness matrix A of ∆ρ, and its radical is ZpHq{H 1. Therefore
rkpG{Zq “ rkpH{ZpHqq “ rkA. Now we see that |G{Z| “ 4 if and only if rkA “ 2, as required. �

3. Paths

In this section we discuss the case in which the graph ∆ is a path. This is the case of the original construction
in [2], where it is proved that, unless diamp∆q ă 2, the resulting graph is connected. Our argument does not use this
information.

The following notation will be in use throughout this section. P is a fixed path of length an integer n ą 2 and
endvertices a, b. We let G “ GpP q, Z “ ZpGq, and Ψ “ KpGq “ KGpP q. Also, for all i P In :“ t0, 1, . . . , nu, we let ai
be the vertex of P at distance i from a, thus a0 “ a and an “ b. As a first easy observation, we note that the vertices
of P , considered as elements of G, are linearly independent modulo Z.

Lemma 3.1. Let X Ď V pP q. Then ÞpXq P Z if and only if X “ ∅.

Proof. Assume ÞpXq P Z. Let i P In be such that ai P X. Then ai is the only vertex of P at distance i from a.
Applying Lemma 2.1 to X and tau yields i P t0, 1u. On the other hand, ai is the only vertex of P at distance n ´ i
from b, hence, by the same lemma applied to X and tbu, we have i P tn, n´ 1u. As n ą 2 by hypothesis, we obtain a
contradiction. �
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Lemma 3.1 shows that the mapping X ÞÑ ÞpXq is a bijection from the set of all nonempty subsets of V pP q to V pΨq.
A very special case of Lemma 3.1 is the fact that v P V pP q ÞÑ v̄ P V pΨq is a graph embedding of P into Ψ (this would
be false without the hypothesis n ą 2: if P had length 2 then its ‘medium’ vertex would lie in Z and so it would not
correspond to a vertex in Ψ).

Making use of the former remark, we fix some more notation. Let x P V pΨq. We let supppxq be the subset J of In
such that x “ Þptai | i P Juq, further let mpxq “ minpsupppxqq, Mpxq “ maxpsupppxqq, λpxq “ Mpxq ´mpxq and
µpxq “ pMpxq `mpxqq{2. If λpxq is even, we let ζpxq “ āµpxq, otherwise ζpxq “ āµpxq´1{2 āµpxq`1{2.

Lemma 3.2. Let x, y be two connected vertices of Ψ .
(i) If x „ y then one of the following holds:
(a) µpxq “ µpyq;
(b) |µpxq ´ µpyq| “ 1{2 and tλpxq, λpyqu “ t0, 1u;
(c) |µpxq ´ µpyq| “ 1 and λpxq “ λpyq “ 0 (i.e., x “ ū and y “ v̄ for some adjacent vertices u, v of P ).

(ii) dΨ px, yq ě |µpxq ´µpyq|; equality holds if and only if either x “ y or x “ ū and y “ v̄ for some vertices u, v of P .

Proof. Let I “ supppxq and J “ supppyq. Note that |i´ j| “ d∆pai, ajq for all pi, jq P I ˆ J and let ` “ maxt|i´ j| |
pi, jq P I ˆ Ju. In order to prove (i), assume x „ y, hence x ‰ y and ` ą 0. If ` ą 1 we deduce from Lemma 2.1 that
there are at least two different pairs pi, jq P IˆJ such that |i´j| “ `. The only possible such pairs are pmpxq,Mpyqq and
pMpxq,mpyqq; also, at least one of I and J has more than one element. Thus we obtainMpyq´mpxq “ ` “Mpxq´mpyq
and hence µpxq “ µpyq. Therefore we may assume ` “ 1. Then |µpxq ´ µpyq| ď 1 and λpxq, λpyq ď 2. Without loss of
generality, assume λpxq ě λpyq. If λpxq “ 2 then I “ ti´ 1, i` 1u or I “ ti´ 1, i, i` 1u where i “ µpxq, and y “ āi.
Then µpxq “ µpyq in this case as well. If λpxq “ 1 then I “ ti, i ` 1u, for some i P In, and x ‰ y implies that J is
either tiu or ti` 1u. If λpxq “ 0 then I “ tµpxqu and J “ tµpyqu, now x „ y gives |µpxq ´ µpyq| “ 1. This proves (i).
Part (ii) follows easily from (i) and from the graph embedding of P in Ψ noted earlier. �

An immediate consequence of the last claim in Lemma 3.2 is:

Corollary 3.3. P is isometrically embedded in Ψ .

Lemma 3.4. Let x P V pΨq and assume λpxq ą 1. Then there exists y P V pΨq such that x „ y, mpxq ă mpyq ď
Mpyq ăMpxq and µpyq “ µpxq.

Proof. Let λ “ λpxq, m “ mpxq and M “ Mpxq. Also consider two subgroups of G, namely H “ xai | m ď i ăMyZ
and K “ HxaM y; note that x P K{Z. Fix g P x. We know that K 1 “ ram,Ks “ xram, ais | m ă i ďMy has rank λ´1,
by the definition of GpP q, hence |K{CKpgq| ď 2λ´1. On the other hand H{Z has rank λ, by Lemma 3.1. It follows
that Z ă CHpgq. Let y be a nontrivial element of CHpgq{Z. Then Mpyq ăM because y P H{Z. Also µpyq “ µpxq by
Lemma 3.2 (i) and, as a consequence, mpyq ą m. �

In the next proofs we will use the fact that, for all x, y P V pΨq, the condition µpxq “ µpyq is equivalent to ζpxq “ ζpyq
and implies λpxq ”2 λpyq. For the meaning of the θ symbol, see Section 2.

Lemma 3.5. Every x P V pΨq is connected to ζpxq in Ψ , and dΨ px, ζpxqq ď rλpxq{2s´ θλpxqRt0,2u.

Proof. The proof is by induction on λ “ λpxq. A direct check shows that x and ζpxq are connected and dΨ px, ζpxqq “
rλ{2s´ θλRt0,2u if λ ď 4, because if 0 ă λ ď 4 then x “ āic̄āi`λ for some i P In and c P xai`1, . . . , ai`λ´1y ď CGpζpxqq,
and also raiai`λ, ζpxqs “ 1. Now assume λ ą 4. By Lemma 3.4 and the observation following it, x is adjacent
to a vertex y of Ψ such that ζpyq “ ζpxq and λpyq “ λ ´ 2k for some positive integer k. Since λ ą 4 we have
rλpyq{2s´ θλpyqRt0,2u “ rλ{2s´ k ´ θλpyqRt0,2u ď rλ{2s´ 2. Therefore, by induction hypothesis, we have dΨ px, ζpxqq ď
1` dΨ py, ζpyqq ď 1` rλpyq{2s´ θλpyqRt0,2u ď rλ{2s´ 1 “ rλ{2s´ θλRt0,2u, as required. �

Lemma 3.6. Let x, y P V pΨq. Then ζpxq and ζpyq are connected and:
(i) either ζpxq “ ζpyq or dΨ pζpxq, ζpyqq “ r|µpxq ´ µpyq|s` θλpxqλpyq”21;
(ii) if µpxq ą µpyq, then dΨ pζpxq, ζpyqq “Mpxq ´mpyq ´ tλpxq{2u´ tλpyq{2u.

Proof. If λpxq and λpyq are even, (i) follows from Corollary 3.3. If, say, λpxq is even and λpyq is odd, we have
ζpyq “ āi´1āi where i “ µpyq ` 1{2. If µpyq ď µpxq, then dΨ pζpxq, āiq “ µpxq ´ i. Since āi „ ζpyq we obtain
dΨ pζpxq, ζpyqq ď µpxq ´ i` 1 “ µpxq ´ µpyq ` 1{2 “ rµpxq ´ µpyqs. Now Lemma 3.2 (ii) gives the equality in (i), since
µpζpxqq “ µpxq and µpζpyqq “ µpyq. The remaining cases where λpxq ı2 λpyq are treated similarly. Finally, assume
that both λpxq and λpyq are odd. Without loss of generality, again assume µpyq ď µpxq and let i “ µpyq ` 1{2. If
ζpxq ‰ ζpyq then µpyq ă µpxq and i ă µpxq. Then dΨ pζpxq, āiq “ µpxq´µpyq by the previous case and (i) follows from
Lemma 3.2 (ii) because λpxq ‰ 0.

(ii) is an alternative formulation of (i). Indeed, µpxq´µpyq “ pMpxq´λpxq{2q´pmpyq`λpyq{2q, hence, on assuming
µpxq ą µpyq, the second equation in (i) can be rewritten as

dΨ pζpxq, ζpyqq “

R

Mpxq ´mpyq ´
λpxq ` λpyq

2

V

` θλpxqλpyq”21 “Mpxq ´mpyq ´

Z

λpxq ` λpyq

2

^

` θλpxqλpyq”21

and clearly tλpxq{2u` tλpyq{2u “ tpλpxq ` λpyqq{2u´ θλpxqλpyq”21. �
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Lemma 3.7. Ψ is connected and for all x, y P V pΨq such that µpxq ě µpyq, we have

dΨ px, yq ďMpxq ´mpyq ´ pθ2ăλpxq”20 ` θ2ăλpyq”20q ďMpxq ´mpyq.

Proof. Ψ is connected by Lemmas 3.5 and 3.6, or by [2]. Let x, y P V pΨq and assume µpxq ě µpyq. Then dΨ px, yq ď
dΨ px, ζpxqq`dΨ pζpxq, ζpyqq`dΨ pζpyq, yq. Even in the case µpxq “ µpyq it holds Mpxq´mpyq´ tλpxq{2u´ tλpyq{2u ě

0 “ dΨ pζpxq, ζpyqq, hence Lemmas 3.5 and 3.6 give:

dΨ px, yq ďMpxq ´mpyq `

ˆR

λpxq

2

V

´

Z

λpxq

2

^

´ θλpxqRt0,2u

˙

`

ˆR

λpyq

2

V

´

Z

λpyq

2

^

´ θλpyqRt0,2u

˙

and the result follows from the fact that rλ{2s´ tλ{2u´ θλRt0,2u “ θλ”21 ´ θλRt0,2u “ ´θ2ăλ”20 ď 0 for all λ P N. �

We have essentially proved the assertion made in the main theorem in the case of paths.

Theorem 3.8. Let P be a path of (finite) length n ą 2. Then KGpP q is connected and has diameter n.

Proof. Lemma 3.7 shows that KGpP q is connected and diampKGpP qq ď n, while diampKGpP qq ě n by Corollary 3.3.
�

4. Proof of the main theorem

Let ∆ be a connected graph of finite diameter n ą 2. Let a, b P V p∆q such that d∆pa, bq “ n and fix a path P
of length n joining a and b. Let H “ GpP q, G “ Gp∆q and Γ “ KpGq. Since P is isometrically embedded in ∆,
Lemma 2.2 shows that the inclusion V pP q ãÑ V p∆q induces a monomorphism ι : H � G, and, furthermore, a
graph embedding σ of Ψ :“ KpHq “ KGpP q into Γ . We use ι to identify H with the subgroup xV pP qy of G.
Now, since diampP q “ n “ diamp∆q we have H 1 “ G1, and Lemma 3.1 implies that H{ZpHq has rank n ` 1 and
ZpHq “ G1 “ H X ZpGq; then σ defines a bijection from V pΨq to HZpGq{ZpGq r tZpGqu. If g P G r ZpGq, then
brGpgq ď rkpG1q “ n ´ 1, hence |H{CHpgq| ď 2n´1 ă |H{ZpHq| and CHpgq ę ZpGq. This means that ḡ is adjacent
(in Γ ) to some vertex of the image of Ψ under σ. Since the latter graph is connected (by Theorem 3.8) we have proved:

Lemma 4.1. Γ is connected.

Our next aim will be that of showing that the diameter of Γ is at most n.

Lemma 4.2. In the notation introduced in this section, let r “ rkpG{ZpGqq. Then
(i) r ě n` 1, and r “ n` 1 if and only if G “ HZpGq;
(ii) if r ą 2pn´ 1q then diampΓ q “ 2.

Proof. (i) is an immediate consequence of Lemma 3.1, which yields rkpHZpGq{ZpGqq “ n ` 1. Next, let g, h P G.
Since |G1| “ 2n´1 we have brGpgq,brGphq ď n ´ 1 and so rk

`

G{CGptg, huq
˘

ď 2pn ´ 1q. Now assume r ą 2pn ´ 1q.
Then ZpGq ă CGptg, huq and there exists x P CGptg, huq r ZpGq; as a consequence, in Γ , we have ḡ „ x̄ „ h̄ and so
dΓ pḡ, h̄q ď 2. This completes the proof. �

Lemma 4.3. Still in same notation, if n P t3, 4u then diampΓ q ď n.

Proof. We may assume diampΓ q ą 2. If G “ HZpGq then Γ » KpHq “ Ψ by Lemma 2.2, hence diampΓ q “ n by
Theorem 3.8. So we may assume HZpGq ă G. In view of Lemma 4.2 this leaves us with just one possibility: n “ 4 and
rkpG{ZpGqq “ 6, which also yields |G{HZpGq| “ 2. For all g P G we have brGpgq ď rkpG1q “ 3. The vertex a2 of P
at distance 2 from a (and b) satisfies rH, a2s “ xra, a2sy and hence brGpa2q ď brHZpGqpa2q ` 1 ď 2. As a consequence,
for all g P Gr ZpGq we have ZpGq ă CGptg, a2uq and it follows that dΓ pḡ, ā2q ď 2. Therefore diampΓ q ď 4. �

Proposition 4.4. Let ∆ be a connected graph of finite diameter n ą 2. Then diampKGp∆qq ď n.

Proof. In view of Lemma 4.3 we may assume n ą 4. We still use the notation introduced at the beginning of this
section. With reference to vertices v of Ψ , we define mpvq, Mpvq and λpvq as in the previous section, and we also
extend this notation to vertices of Γ in the image of σ by letting mpvσq “ mpvq, Mpvσq “Mpvq and λpvσq “ λpvq for
all v P V pΨq. Let Ha “ ZpHqxV pP qr tauy and Hb “ ZpHqxV pP qr tbuy; both are maximal subgroups of H. Since
|G1| “ 2n´1, for all g P Gr ZpGq we have |H{CHpgq| ď 2n´1; it follows that ZpHq ă CHapgq and ZpHq ă CHbpgq.

Arguing by contradiction, assume diampKGp∆qq ą n and fix r, s P G r ZpGq such that dΓ pr̄, s̄q ą n. Let X
(resp. Y ) be the set of nontrivial cosets in CHprqZpGq{ZpGq (resp. CHpsqZpGq{ZpGq). Then dΓ px, yq ą n ´ 2 for
all x P X and y P Y . Keeping in mind that ZpHq “ H X ZpGq, the concluding remark in the previous paragraph
shows that there exist xa, xb P X and ya, yb P Y such that mpxaq,mpyaq ą 0 and Mpxbq,Mpybq ă n. If µpxbq ě µpyaq

then Lemma 3.7 yields (with a slight abuse of notation) dΓ pxb, yaq ď dΨ px
σ´1

b , yσ
´1

a q ď Mpxbq ´ mpyaq ď n ´ 2, a
contradiction. Therefore

µpxbq ă µpyaq and, similarly, µpybq ă µpxaq;

furthermore, still by looking at dΓ pxb, yaq and dΓ pyb, xaq and using Lemma 3.7 again, we also see thatMpxaq,Mpyaq P
tn, n´1u and mpxbq,mpybq P t0, 1u. Next, since also dΓ pxa, yaq and dΓ pxb, ybq are greater than n´2, the same lemma
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makes sure that one of
`

Mpxaq,mpyaq
˘

and
`

Mpyaq,mpxaq
˘

is pn, 1q, while one of
`

Mpxbq,mpybq
˘

and
`

Mpybq,mpxbq
˘

is pn´ 1, 0q, and also that each of λpxaq, λpxbq, λpyaq and λpybq is either 0 or 2 or an odd integer.
As a first case, assume n “ Mpxaq “ Mpyaq. Since one of mpxaq and mpyaq is 1, one of λpxaq and λpyaq is n´ 1.

As n ą 4, this implies that n ´ 1 is odd, so n is even. If 0 “ mpxbq “ mpybq, then n “ Mpxaxbq “ Mpyaybq and
0 “ mpxaxbq “ mpyaybq, hence λpxaxbq “ λpyaybq “ n is even and greater than 2, and so dΓ pxaxb, yaybq ď n ´ 2 by
Lemma 3.7, a contradiction. Otherwise, without loss of generality, mpxbq “ 0 and mpybq “ 1, but in this case the
above constraints give Mpybq “ n´ 1 and 2 ă n´ 2 “ λpybq ”2 0, again a contradiction.

Therefore Mpxaq and Mpyaq are not both n, say Mpxaq “ n and Mpyaq “ n ´ 1. It follows: mpyaq “ 1 and
2 ă n ´ 2 “ λpyaq, hence n is odd. As n ´ 1 ď dΓ pxb, yaq ď Mpyaq ´ mpxbq, we also have mpxbq “ 0. Now
Mpxbq “ λpxbq is either odd or less than 3, then Mpxbq ă n ´ 1. As a consequence, Mpybq “ n ´ 1 and so
Mpyaybq ă n´ 1. This leads to the final contradiction dΓ pxb, yaybq ă n´ 1. Now the proof is complete. �

To complete the proof of the main theorem we only need to deal with the case of connected graphs of infinite
diameter. The following lemma settles the special case of those graphs which, even after the reduction suggested by
Lemma 2.3, are not locally finite.

Lemma 4.5. Assume that ∆ is a connected graph with a vertex a of infinite degree such that d∆pa, xq ą 1 for at
least one x P V p∆q. Also assume ÞpY q R ZpGp∆qq for all Y Ď V p∆q such that |Y | “ 2. Then KGp∆q is connected
(more precisely, dpā, vq ď 2 for all vertices v of KGp∆q, hence diampKGp∆qq ď 4).

Proof. Let v P V pKGp∆qq; then v “ ÞpXq for some finite subset X of V p∆q. By hypothesis N :“ N`paq “ tx P
V p∆q | d∆pa, xq ď 1u is infinite, while td∆px, uq | u P N and x P Xu is finite because X is finite. Then there exist
b, c P N such that b ‰ c and d∆pb, xq “ d∆pc, xq for all x P X. Let Y “ tb, cu, and note that ÞpY q and ā are vertices
of KGp∆q by hypothesis. Lemma 2.1 shows that, in KGp∆q, we have v “ ÞpXq „ ÞpY q „ ā. Thus v is connected to ā
and dKGp∆qpv, āq ď 2. The result follows. �

It is well-known ([1, Proposition 8.2.1]) that every infinite, locally finite connected graph ∆ has a ray, i.e., a
connected subgraph in which one vertex has degree 1 and all remaining vertices have degree 2; the vertex of degree 1
is called the endvertex of the ray. For each i P N a ray has exactly one vertex at distance i from its endvertex. Let’s
say that a vertex a and a ray R with endvertex r0 of a connected graph ∆ are close iff R has a vertex r such that
d∆pa, rq ď dRpr0, rq.

Lemma 4.6. Let ∆ be an infinite, locally finite connected graph, and let X be a finite subset of V p∆q. Then ∆ has
an isometrically embedded ray which is close to all vertices in X.

Proof. Let R be a ray in ∆ constructed as in the proof of [1, Proposition 8.2.1], and let r0 be its endvertex. The
construction actually shows dRpr0, rq “ d∆pr0, rq for all r P V pRq, and it easily follows that R is isometrically
embedded in ∆. Now, among all isometrically embedded rays in ∆ choose one, call it R, such that the set C of all
vertices in X close to R has maximal cardinality. Arguing by contradiction, assume that there exist some a P X rC.
Let r0 be the endvertex of R and, more generally, for all i P N let ri be the vertex of R such that dRpr0, riq “ i. For
all v P V p∆q and i P N, let vi “ i ´ d∆pv, riq. The sequence pviqiPN is increasing and assumes nonnegative values
iff v is close to X. Therefore there exists j P N such that cj ě 0 for all c P C and aj “ aj`i for all i P N, hence
d∆pc, rjq ď j for all c P C and d∆pa, rj`iq “ k ` i for all i P N, where k “ d∆pa, rjq. This latter property shows the
following: if P is a path of length k joining a to rj , then substituting P for the path joining r0 and rj in R produces
a new ray S with endvertex a which is isometrically embedded in ∆; more explicitly, for all i P N, the vertex of S
at distance i from a is the vertex of P with the same property if i ď k and rj`i´k otherwise. For all c P C we have
d∆pc, rjq ď j ă k “ d∆pa, rjq, hence c is close to S, but S is also trivially close to a. This contradicts the maximality
of |C|, and this contradiction gives C “ X, thus proving the lemma. �

Lemma 4.7. Let ∆ be a connected graph of infinite diameter. Then KGp∆q is connected.

Proof. As usual, let G “ Gp∆q, Z “ ZpGq and Γ “ KGp∆q. Since diamp∆q is infinite a R Z for all a P V p∆q. At the
expense of replacing ∆ with the subgraph ∆ρ referred to in Lemma 2.3, we may assume ÞpY q R Z for all subsets Y of
∆ such that |Y | “ 2. By Lemma 4.5 we may also assume that ∆ is locally finite.

If a, b P V p∆q, then ā and b̄ are connected in Γ , because the mapping a ÞÑ ā defines a graph embedding from ∆
to Γ . Therefore, to complete the proof it will be enough to show that every vertex of Γ is connected to ā for some
a P V p∆q.

Let v P V pΓ q. Then v “ ÞpXq for some finite, nonempty subset X of V p∆q. By Lemma 4.6, ∆ has an isometrically
embedded ray R close to every vertex in X. For all i P N let ri be the vertex of R at distance i from the endvertex
of R (which is therefore r0). Since R is close to the vertices of X there exists j P N such that d∆px, rjq ď j for all
x P X; we may also assume j ą 2. Let ` be the diameter of X Y tri | j ě i P Nu (as a metric subspace of V p∆q)
and let X1 :“ X Y tri | j ` ` ě i P Nu. For all x P X and i P N we have d∆px, rj`iq ď d∆px, rjq ` i ď j ` i. As R
is isometrically embedded in ∆, it follows that the diameter of X1 is j ` `. Let H be the subgroup xX1y of G and
K “ xri | j ` ` ě i P Ny ď H; note that v “ hZ for some h P H. Then rk

`

H{CHphq
˘

ď rkpH 1q “ j ` ` ´ 1. On the
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other hand KZ{Z has rank j ` `` 1 by Lemmas 2.2 and 3.1. It follows that CKphq ę Z and so, as a consequence of
Theorem 3.8, the vertex v is connected to r̄0 in Γ . As observed in the previous paragraph, this is enough to draw the
conclusion that Γ is connected. �

In view of Propositions 2.4 and 4.4 and Theorem 3.8 this result completes the proof of the main theorem.

5. Further remarks and examples

We collect here some examples of diameter computation and add some extra information supplementing the main
result of this paper. Some of the proofs make use of the following simple (and quite possibly known) lemma.

Lemma 5.1. Let p be a prime and G a p-group. Assume that |G{ZpGq| ą p2 and G has two elements u, v of breadth 1
such that one of the following holds:
(i) ru, vs ‰ 1;
(ii) CGpuq ‰ CGpvq and rG, us “ rG, vs ď ZpGq.
Then KpGq is connected of diameter at most 3.

Proof. In either case CGpuq ‰ CGpvq. Both CGpuq and CGpvq have index p in G, hence they are normal and H :“
CGptu, vuq “ CGpuq X CGpvq Ÿ G; also G1Gp ď H and G{H is elementary abelian of rank 2, hence ZpGq ă H.
In case (i) let x “ u and y “ v, in case (ii) choose x P CGpuq r CGpvq and y P CGpvq r CGpuq; in either case let
T “ ty, x, xy, xy2, . . . , xyp´1u. For all g P G there exists tg P T such that g P Hxtgy.

Assume (i). Then rH,T s “ 1 and so t P ZpHxtyq for all t P T . We claim that ZpGq ă CHxtypgq for all t P T
and g P G. Indeed, assume that, for some choice of t and g, we have ZpGq “ CHxtypgq. Since tg P ZpHxtgyq and
T X ZpGq “ ∅, we have tg P CGpgqrHxty. But |G{Hxty| “ p, hence CGpgq “ ZpGqxtgy, so that g P ZpGqxtgy. Then
CGpgq ě CGptgq ě H, yielding the contradiction H ď ZpGq. This establishes our claim. Now let a, b P G. We have just
proved that there exists c P CHxtbypaqrZpGq. As c, b P Hxtby and tb P ZpHxtbyq, we see that ra, cs “ 1 “ rc, tbs “ rtb, bs
and the result follows in this case.

Now assume (ii) and, as we may, ru, vs “ 1. Then u, v P ZpHq. For all t P T we shall find an element hptq P
pH X ZpHxtyqq r ZpGq. If t “ y then we can let hptq “ v. Otherwise t “ xyi for some integer i and (ii) gives
rv, xs “ ru, ysj for some integer j not divisible by p; choose k P Z such that jk ”p ´i, then ruvk, ts “ ru, ysirv, xsk “ 1,
so we can let hptq “ uvk. For all a, b P G r ZpGq we have ra, hptaqs “ 1 “ rhptaq, hptbqs “ rhptbq, bs. The lemma
follows. �

In applying this lemma is can be useful to note that if G “ Gp∆q for a connected graph ∆ and u, v P V p∆qrZpGq,
then brGpuq ` 1 is the eccentricity of u in ∆, and brGpuq “ brGpvq implies rG, us “ rG, vs. This follows from the
fact that, for all w P V p∆q, if Dw “ td∆pw, zq | z P V p∆qu r t0, 1u, that is the set of all integers greater than 1 and
not exceeding the eccentricity of w, then a basis for rG,ws is the set tci | i P Dwu, where, for each i P Dw, ci is a
commutator rx, ys where x and y are vertices of ∆ at distance i; recall that ci depends only on i by definition of Gp∆q.

Remark 5.2. Let G be the class-2 nilpotent group with generators a, b, c subject to the extra relations 1 “ a2 “ b2 “
c2 “ rb, cs. Then |G| “ 25 and |G{ZpGq| “ 23, and both b and c have breadth 1 in G, but KpGq is not connected since
the vertex aZpGq is isolated.

On the other hand, it can be worth noting that if G is a p-group with an element u of breadth 1 and KpGq is
connected (or at least has no isolated vertices), then diampKpGqq ď 4. Indeed, every g P G r ZpGq must satisfy
ZpGq ă CGpgq X CGpuq, otherwise CGpgq{ZpGq would have order p, hence CGpgq “ xgyZpGq and gZpGq would be
isolated in KpGq; therefore uZpGq has eccentricity 2 in KpGq. The case when diampKpGqq “ 4 actually occurs for the
group GpP q where P is a path of length 4, which is a finite 2-group of class 2 with an element of breadth 1.

If ∆ is a finite connected graph it is possible that diampKGp∆qq is much smaller than diamp∆q. We provide a few
examples of this behaviour.

Proposition 5.3. If ∆ is a cycle on more than 3 vertices, then diampKGp∆qq “ 2.

Proof. Let n “ |V p∆q|, G “ Gp∆q and Γ “ KGp∆q. Then diamp∆q “ ν :“ tn{2u, so that brGpgq ď rkpG1q “ ν ´ 1
for all g P G. It will be enough to show that rk

`

G{ZpGq
˘

ą 2pν ´ 1q, since in this case ZpGq ă CGptg, huq and so
dΓ pḡ, h̄q ď 2 for all g, h P Gr ZpGq.

Let X Ď V p∆q and assume ÞpXq P ZpGq. If n is even, that is, n “ 2ν, we claim that X “ ∅. For, let a P X. There
exists exactly one vertex a1 of ∆ such that d∆pa, a

1q “ ν, and no vertex of ∆ except a has distance ν from a1. Since
ν ą 1 this contradicts Lemma 2.1 if this latter is applied to X and ta1u. Then ZpGq “ G1 if n is even, and this proves
the result in this case since rkpG{G1q “ n. Now assume that n is odd, that is, n “ 2ν ` 1. Let again a P X. Then
there exist exactly two vertices b1, b2 in ∆ at distance ν from a. There are exactly two vertices of ∆ at distance ν
from b1, namely a and a vertex a1 adjacent to a. On applying Lemma 2.1 to X and tb1u, since a P X we deduce
a1 P X. Also, a and the vertex a2 adjacent to a and different from a1 are the only two vertices of ∆ at distance ν
from b2, therefore a2 P X. We have shown that every vertex of ∆ which is adjacent to an element of X is in X as well.
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Therefore either X “ ∅ or X “ V p∆q, and so |ZpGq{G1| ď 2 (as a matter of fact, equality holds here). Therefore
rk

`

G{ZpGq
˘

ě n´ 1 “ 2ν; this completes the proof. �

In the next example we consider a class of starlike trees. In a way, this example could be considered more interesting,
given that the embeddings of subtrees in trees are always isometric. For all positive integers ρ ą 2 and d ą 1, we let
Σρ,d be the finite tree in which one vertex r (the root) has degree ρ, all remaining vertices have degree 1 or 2 and
those of degree 1 (the leaves) have distance d from r. In other words, Σρ,d is the union of ρ paths of length d which
have one endpoint (r) and (pairwise) no other vertices in common. Of course, diampΣρ,dq “ 2d.

Proposition 5.4. For all integers d ą 1 we have diam
`

KGpΣ3,dq
˘

“ 3 and diam
`

KGpΣρ,dq
˘

“ 2 for all integers ρ ą 3.

Proof. Let Σ “ Σρ,d and Γ “ KGpΣq. For each integer ρ ą 2 let L be the set of all leaves in Σ; for all a P L let
Ba (the a-branch) be the path in Σ joining a to the root r, and let a1 be the vertex of Ba adjacent to a. Next, let
L1 “ ta1 | a P Lu.

Let X Ď V pΣq. If, in G :“ GpΣq, some a P L is centralised by ÞpXq, then it follows from Lemma 2.1 that
X X V pBaq Ď ta, a

1u and for each i P t1, 2, . . . , du the number of the leaves b P Lr tau such that the vertex of Bb at
distance i from r lies in X is even. Now assume ÞpXq P ZpGq. From the fact that ÞpXq centralises all leaves in Σ it
follows that X Ď LYL1. Also, for all a P L the number of leaves in Xr tau is even; then either L Ď X and ρ is odd or
LXX “ ∅. In the former case ÞpXq would not centralise r, therefore X Ď L1. By a similar argument either X “ L1

and ρ is odd or X “ ∅. In the former case rÞpXq, rs “ 1 implies d “ 2; conversely, ÞpL1q P ZpGq if ρ is odd and d “ 2.
We have shown that either ZpGq “ G1, in which case rkpG{ZpGqq “ |V pΣq| “ 1` dρ, or ρ is odd and d “ 2, in which
case ZpGq “ G1xÞpL1qy and rkpG{ZpGqq “ 2ρ. On the other hand, rkpG1q “ diampΣq ´ 1 “ 2d´ 1. If ρ ą 3 then we
have rkpG{ZpGqq ą 2 rkpG1q and as in the proof of Proposition 5.3 we deduce diampΓ q “ 2 in this case, as required.

From now on we let ρ “ 3. Let a, b and c be the three leaves in Σ. The 3-cycle pa b cq extends to an automorphism τ
of Σ permuting the three branches. Let X Ď V pΣq be such that ÞpXq P CGpta, bruq. Let Xa :“ BaXX, Xb :“ BbXX
and Xc :“ BcXX. The description of CGpaq in the previous paragraph shows that r R X, Xa Ď ta, a

1u and Xc “ Xτ
b .

Also, Xa Y Xc is the set of all vertices in X at distance greater than d from either r or b, namely from b, then
Lemma 2.1 and rbr,ÞpXqs “ 1 imply ÞpXa YXcq P CGpbq. So, by the previous paragraph again, Xa “ Xτ

c . Therefore
X “ Xτ Ď L Y L1; in other words X P t∅, L, L1, L Y L1u. It follows that ÞpXq commutes with b and hence with r.
As in the previous paragraph rÞpXq, rs “ 1 implies L Ę X, hence either X “ ∅ or d “ 2 and X “ L1. In both cases
ÞpXq P ZpGq. Therefore CGpta, bruq “ ZpGq, so that dΓ pā, r̄b̄q ą 2 and diampΓ q ě 3.

If d “ 2 then r and ÞpLq are two noncommuting elements of breadth 1 in G; therefore diampΓ q “ 3 by Lemma 5.1.
Now assume d ą 2; then ZpGq “ G1. The automorphism τ of Σ induces an automorphism ϕ of G, of order 3, acting
trivially on G1. Call symmetric the elements of G which are fixed by ϕ. If s is one such element, then brGpsq ď d´ 1,
because if B is any of the three branches of Σ and v P V pBq, then s “ uuϕuϕ

2

for some u P xV pBqy and rv, uϕuϕ
2

s “ 1,
hence rv, ss “ rv, us P xV pBqy1 and xV pBqy1 “ xV pB1qy

1 for any other branch B1. Now let g, h P G r ZpGq. Then
s :“ ggϕgϕ

2

is symmetric and commutes with g, since rg, gϕs “ rg, gϕsϕ
2

“ rgϕ
2

, gs. But brGphq ď rkpG1q “ 2d ´ 1,
hence brGphq ` brGpsq ď p2d´ 1q ` pd´ 1q ă 1` 3d “ rkpG{ZpGqq and ZpGq ă CGpth, suq, so that dΓ ps̄, h̄q ď 2 and
dΓ pḡ, h̄q ď 3. We conclude that diampΓ q “ 3 in this case as well; now the proof is complete. �

It is easily seen that if ∆ is an infinite connected graph, then diampKGp∆qq may well be infinite. This is for instance
the case when ∆ is a ray:

Proposition 5.5. Assume that ∆ is a ray. Then ∆ is isometrically embedded in KGp∆q, hence diam
`

KGp∆q
˘

is
infinite.

Proof. Let G :“ Gp∆q and Γ “ KGp∆q, and let a, b P V p∆q. Also let n “ d∆pa, bq and m “ dΓ pā, b̄q. Fix a path Q in Γ
of length m joining ā and b̄. There are a finite subset X of V p∆q such that each vertex in Q belongs to xXyZpGq{ZpGq
and a path P in ∆ of length greater than 2 such that X Ď V pP q. Of course a, b P X and n “ dP pa, bq. Up to the
identification of KGpP q with a subgraph of Γ , Q may be viewed as a path of minimal length joining ā and b̄ in KGpP q,
hence Corollary 3.3 yields m “ dKGpP qpā, b̄q “ dP pa, bq “ n. �

Remark 5.6. Assume that ∆ is a connected graph, and let G “ Gp∆q. If, after the reduction suggested by Lemma 2.3,
|V p∆q| is ‘much bigger’ than diamp∆q, then it is often the case that KGp∆q is connected and diam

`

KGp∆q
˘

“ 2. For
instance, this is the case when V p∆q is uncountable and ÞpSq R ZpGq for all 2-element subsets S of V p∆q. For,
if KGp∆q is not connected or diam

`

KGp∆q
˘

ą 2 then there are finite nonempty subsets X,Y of V p∆q such that
CGptg, huq “ ZpGq, where g “ ÞpXq and h “ ÞpY q. Since V p∆q is uncountable there exist uncountably many pairs
pa, bq of vertices of ∆ such that a ‰ b but d∆pa, xq “ d∆pb, xq for all x P X Y Y , and so ab P CGptg, huq “ ZpGq.

By the same argument, diampKGp∆qq “ 2 if the condition that V p∆q is uncountable is replaced by requiring that ∆
is infinite but diamp∆q is finite (which implies, by itself, that diam

`

KGp∆q
˘

is finite, according to the main theorem).
In either case the hypothesis on the two-element subsets cannot be disposed of. For instance, the graph Σ obtained

by joining a ray R with a (disjoint) complete graph K of any uncountable cardinality, and adding edges from each
vertex of K to the endvertex of R is an example of an uncountable connected graph such that KGpΣq » KGpRq has
infinite diameter.
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The final result in this paper is a refinement of the main theorem in the case of graphs of small diameter. The
proof of Lemma 4.3 shows that if ∆ is a connected graph of diameter 3 not only diampKGp∆qq ď 3 but equality here
is only attained in the obvious case, that is when, up to identification, Gp∆q “ GpP qZpGp∆qq for a path P of maximal
length in ∆. We are going to show that the same is true for graphs of diameter 4, 5 or 6. It might even be the case
that this strengthened form of the main theorem actually holds for connected graph of arbitrary finite diameter.

To start with our proof we state two extended versions of Lemmas 3.1 and 4.2.

Lemma 5.7. Let ∆ be a connected graph containing an isometrically embedded path P of length n ą 3. Let x be a
vertex of ∆ at distance 1 from P and assume that X is a nonempty subset of V pP q Y txu such that ÞpXq P ZpGp∆qq.
Then x P X and either |X| “ 2 or n “ 4 and the following hold: X is the set whose elements are x and the two
vertices of P adjacent to the endvertices a and b of P , the only vertex of P adjacent to x is the one at distance 2
from a (and b) and the subgraph of ∆ induced by V pP q Y txu is isometrically embedded in ∆.

Proof. x P X because of Lemma 3.1, and |X| ą 1 because x cannot be adjacent to both a and b. For all i P t0, 1, . . . , nu
let ai be the vertex of P at distance i from a. Let d “ d∆pa, xq. Since rÞpXq, as “ 1, Lemma 2.1 shows that
pXXV pP qqrta, a1u is empty if d “ 1 and is tadu if d ą 1. A similar remark applies to b and an´1 in place of a and a1;
this also shows that |X Xta, a1u| ď 1, and |X Xtb, an´1u| ď 1. It follows that either |X| “ 2 or X has three elements,
namely x, ad and an´d1 , where d1 “ d∆pb, xq, and in this latter case d, d1 ě n ´ 1. Assume |X| “ 3, and let f and `
respectively be the least and the largest i such that ai „ x. Then n´ 1 ď d ď f ` 1 and n´ 1 ď d1 ď n´ `` 1, hence
n ´ 2 ď f ď ` ď 2. Since n ą 3 we obtain n “ 4, f “ ` “ 2 and d “ d1 “ 3. Therefore X “ tx, a1, a3u. It is easily
seen that the information collected also implies the remaining properties required; now the proof is complete. �

The case |X| “ 3 in the previous lemma can actually occur, it does for instance in the graph Σ3,2 discussed in
Proposition 5.4. It is plain that the condition |X| “ 3 uniquely determines the subgraph induced by V pP q Y txu up
to isomorphism.

Lemma 5.8. In the notation of Lemma 4.2, let g P GrZpGq. If diamΓ ą 4 then r “ rkpG{ZpGqq ď brGpgq ` n´ 1.

Proof. Let h P GrZpGq. Then brGphq ď n´1. If r ą brGpgq`n´1 then ZpGq ă CGpgqXCGphq, hence dΓ ph̄, ḡq ď 2.
The result follows. �

Proposition 5.9. Let ∆ be a connected graph of diameter n P t3, 4, 5, 6u, and let P be a path of length n in ∆ joining
two vertices whose distance in ∆ is n. Then diam

`

KGp∆q
˘

“ n if and only if G :“ Gp∆q “ HZpGq, where H is the
subgroup of G generated by the vertices of P , and so KGp∆q » KGpP q.

Proof. P is isometrically embedded in ∆, hence Lemma 2.2 (i) gives H » GpP q. By Lemma 2.2 (ii), if G “ HZpGq
then KGp∆q “ KpGq is isomorphic to KpHq » KGpP q and so has diameter n by Theorem 3.8.

Conversely, assume diampKGp∆qq “ n; we have to show that G “ HZpGq. The vertices in P are pairwise not
equivalent with respect to the equivalence relation ρ defined on V p∆q as in the paragraph preceding Lemma 2.3. As
a consequence, the subgraph ∆ρ defined there can be chosen such that it contains P as a subgraph. Now we have
two isometric embeddings: P ãÑ ∆ρ and ∆ρ ãÑ ∆; according to Lemma 2.2 they induce group monomorphisms
α : KpP q � G0 :“ Kp∆ρq and β : G0 � G. Lemma 2.3 gives diamp∆ρq “ n and G “ GρZpGq, where Gρ “ imβ.
Note that H0 “ imα is the subgroup of G0 generated by V pP q; moreover H “ Hβ

0 . If G0 “ H0ZpG0q, then, on
taking images under β, we have Gρ “ HZpGρq and hence G “ HZpGq, because G “ GρZpGq and so ZpGρq ď ZpGq.
This means that, in order to complete our proof, we may substitute ∆ρ for ∆. Thus we may (and shall) assume
ÞpXq R ZpGq for all subsets X of V p∆q such that |X| “ 2, since, by construction, ∆ρ satisfies the corresponding
property. As n ą 2 we also have v R ZpGq for all v P V p∆q.

Arguing by contradiction, assume HZpGq ă G. Let a and b be the endvertices of P and, as usual in this paper,
for each i P N such that i ď n let ai be the vertex of P at distance i from a. Let r “ rkpG{ZpGqq. By Lemma 4.2 we
have n` 1 ă r ď 2pn´ 1q. Then n ą 3.

Assume n “ 4, then the same inequalities yield r “ 6. Lemma 3.1 gives rkpHZpGqZpGqq “ 5, hence |G{HZpGq| “ 2.
Choose x P V p∆q rHZpGq at minimum distance d from P and let K “ Hxxy. As G1 “ H 1 ď H, we have K ď G;
moreover G “ KZpGq, because HZpGq is maximal, and rkpK{G1q “ 6, hence ZpKq “ KXZpGq “ G1. Lemma 5.7 and
our assumptions show that if y P V p∆q XHZpGq (that is, ÞpY Y tyuq P ZpGq for some Y Ď V pP q) and d∆py, P q “ 1
then a2 is the only vertex of P adjacent to y. Suppose d ą 1. By the previous remark, a2 is a vertex of each path
joining x to a vertex of P , hence d “ d∆px, a2q, moreover, if Q is a path of length d from x to a2 then the subgraph
Σ of ∆ induced by V pP q Y V pQq is isometrically embedded in ∆. Let y be the vertex of Q adjacent to a2. Then
Lemma 5.7 also gives g :“ a1a3y P ZpGq, hence 1 “ rx, gs “ rx, ys so that d “ 2 and Σ is isomorphic to the graph Σ3,2

of Proposition 5.4. But G “ xV pΣqyZpGq, hence KGpΣq » KGp∆q and we obtain the contradiction diampKGp∆qq “ 3.
Therefore d “ 1.

Assume x „ a2. Then brGpa2q “ 1 (note that brGpgq “ brKpgq for all g P K). Let α “ d∆px, aq and β “ d∆px, bq;
then α, β ď 3. If α, β ď 2 then brGpxq “ 1 and rx,Gs “ ra2, Gs; then Lemma 5.1 implies CGpxq “ CGpa2q, whence
we obtain the contradiction xa2 P ZpGq. Then, without loss of generality, β “ 3, hence b P CGpxa1q. If α ă 3 then
rxa1, Gs “ ra2, Gs (note that xa1 R ZpGq by our assumptions), but b R CGpa2q, so Lemma 5.1 yields a contradiction
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again. If, finally, α “ 3 then the subgraph induced by V pP q Y txu is isometrically embedded in ∆, and xa1a3 P ZpGq,
so x P HZpGq, yet another contradiction. Therefore x  a2. This also shows that all vertices of ∆ adjacent to a2 lie
in HZpGq.

Next we assume that no vertex of ∆ outside P is adjacent to either of a1 and a3. Then, without loss of generality
x „ a, and x cannot be adjacent to any other vertex of P . If there exists y P V p∆q such that x „ y „ a2 then
y R V pP q, and y P HZpGq by the previous paragraph, hence ya1a3 P ZpGq by Lemma 5.7; this is impossible because
rx, a1a3s ‰ 1. Then d∆px, a2q “ 3. Next, d∆px, a3q “ 4, because d∆px, bq ą 2 and a3 has degree 2 in ∆. Since
d∆px, bq ď 4 it is now clear that there exists y P V p∆q r V pP q such that y „ b. But G “ KZpGq “ HxyyZpGq: the
latter equality follows from the fact that otherwise, by Lemma 5.7, a2 would have to be the only vertex of ∆ adjacent
to y. Then xyÞpSq P ZpGq for some S Ď V pP q. This is certainly false because x is the only vertex in V pP q Y tx, yu
at distance 4 from a3.

Collecting the information obtained thus far (and invoking Lemma 5.7 again) we see that we may assume, without
loss of generality, x „ a1. Then d∆px, a2q “ 2 and so br2pa2q “ 1. Since 1 ‰ rx, a2s “ rxa1, a2s, Lemma 5.1 gives
brGpxq ‰ 1 ‰ brGpxa1q. Let σ “ d∆px, a3q and τ “ d∆px, bq. If σ ď 2, either τ ď 2 (and so brGpxq “ 1) or σ “ 2
and τ “ 3 (and so brGpxa1q “ 1). Therefore σ “ 3. If τ “ 4 then brGpxaq “ 1 and b P CGpxaq r CGpa2q, which is
again excluded by Lemma 5.1 and the remark following it. Then τ ď 3, and so y „ b for some y P V p∆qr V pP q. As
before Lemma 5.7 gives g :“ xyÞpSq P ZpGq for some S Ď V pP q; but ra3, gs “ 1 implies a P S, which is excluded by
rb, gs “ 1. This contradiction completes the proof in the case n “ 4.

Now we tackle the cases n “ 5 and n “ 6; the argument is largely based on locating C :“ CGpa3q. Since brHpa3q “ 2,
Lemma 3.1 yields rk

`

C XHZpGq{ZpGq
˘

“ n´ 1. Then r “ brGpa3q ` s` n´ 1, where s “ rk
`

C{C XHZpGq
˘

. On
the other hand Lemma 5.8 gives r ď brGpa3q `n´ 1; therefore s “ 0, that is, C ď HZpGq. If n “ 5, after exchanging
the roles of a and b, the same argument also gives CGpa2q ď HZpGq. Let x be any vertex of ∆ at distance 1 from P .
By Lemma 5.7, x R HZpGq. If n “ 5, it is easily checked that there is some v P V pP q such that one of a2 and a3

has the same distance from v and x and so centralises vx. This gives CGpa2qCGpa3q ę HZpGq, a contradiction. Then
n “ 6. Now, since x  a3, the same argument (applied to a3 only) excludes the possibility that x is adjacent to
any vertex in V pP q r ta, bu. Then for all i P t1, 2, 3, 4, 5u, ai has degree 2 in ∆ and we may assume x „ a. If b has
degree 1, then d∆px, bq “ 7, a contradiction, hence b „ y for some y P V r V pP q. Also, d∆px, a3q “ 4 “ d∆py, a3q,
hence xy P CGpa3q ď HZpGq. Then, once again, g :“ xyÞpSq P ZpGq for some S Ď V pP q, but, for instance, such a g
cannot centralise a1, because d∆py, aq ě 5 and so d∆py, a1q “ 6. Now the proof is complete. �

As a closing remark, we note that even in the case n “ 6 the argument in the last paragraph of the proof does only
use the assumption that HZpGq ă G and diampKGp∆qq ą 4. Therefore it actually shows that if ∆ is a connected
graph of diameter 6, then KGp∆q cannot have diameter 5.
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