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Computing or estimating the trace of a large symmetric matrix A is
a problem that arises in a wide variety of applications, such as Frobe-
nius norm estimation, log determinant computations, triangle counting in
graphs, and lattice quantum chromodynamics.

The Hutchinson’s trace estimator is a popular technique to approx-
imate the trace of a large-scale matrix A by computing the average of
quadratic forms XTAX for many samples of a random vector X. In this
talk, we present new tail bounds that apply to symmetric indefinite ma-
trices A for Rademacher and Gaussian random vectors [1].

The Hutch++ algorithm [2] is a more efficient trace estimation algo-
rithm that reduces the variance of the Hutchinson’s trace estimator by
combining it with the randomized singular value decomposition, which ob-
tains a low-rank approximation of A by multiplying the matrix with some
random vectors. In this talk, we present an improved version of Hutch++
which aims at minimizing the computational cost – that is, the number of
matrix-vector multiplications with A – needed to achieve a trace estimate
with a target accuracy [3].

Joint work with D. Kressner and D. Persson.
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