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The efficiency and robustness of interior point methods depend on the
availability of effective linear algebra solvers, able to take into account the
features of the optimization problem to be solved [1]. Here we consider
nonsmooth convex problems of the form

min
x

f(x) + τ1‖x‖1 + τ2‖Lx‖1, s.t. Ax = b,

where f : Rn 7→ R is twice continuously differentiable and convex, L ∈
Rl×n, A ∈ Rm×n, b ∈ Rm, m ≤ n, and τ1, τ2 > 0. Problems of this form
arise in several real-life applications, e.g. portfolio optimization, signal and
image processing, machine learning, compressed sensing, and are usually
solved by specialized versions of first-order methods. For these problems
we develop variants of an Interior Point-Proximal Method of Multipliers
that use proper linear algebra solvers and take advantage of the expected
sparsity in the optimal solution. We show the effectiveness of our approach
versus state-of-the-art first-order methods by focusing on the problem of
restoring images corrupted by Poisson noise. Further details and applica-
tions are given in [2].
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