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Introduction 

• Status: 

– The 4th paradigm is believed to be the 
most important research paradigm in the 
coming years. 

– The „Big Data” revolution – data too 
difficult to process using database 
management tools or traditional data 
processing applications. 

 

• The major problem is how to access, store, 
search and share the data. 



Storage in Grid Infrastructure 

• Variety of storage systems. 

 

• The reasons for high heterogeneity of storage: 

– The users need storage which have different 
characteristics. 

– The local sites make autonomic decisions about 
the storage hardware and software, depending 
on the requirements of their key users. 

– The sites adopt some of the spare storage 
resources which already exist at the given 
location. 



PL-Grid Infrastructure Current Case 

• Sample storage management systems: 

– Lustre 

• The typical use of the Lustre file system is a high 
performance scratch. 

• Different Lustre instances on the different sites - the 
data stored on this file system can only be shared within 
the local cluster of the given site. 

– LFC 

• Provides common file system functionality for 
distributed storage resources. 

• Supports user initiated file replication. 

– QStorMan 

• Continuous monitoring of the Lustre nodes and 
dynamically forwarding data access requests to the 
most appropriate storage resources. 

• Aimed at delivering storage QoS and resource usage 
optimization for applications which use the Lustre file 
system. 



Data Access Requirements of Domain 
Grids – Use Cases (1/3) 

• Domain Grids are services dedicated to selected areas of science that 
are using P-Grid Infrastructure. 

• Users of different services have different requirements but use cases 
that are important and difficult for most of them can be found: 



Data Access Requirements of Domain Grids – 
Use Cases (2/3) 
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Permanent files access: 
Requires specific commands 
for data management – 
difficult for most users. 

Archivization: 
Performed by 
external service 

Data staging: 
Input files can be specified 
in the job description file 
but this file’s structure is 
not intuitive for the users. 



Data Access Requirements of Domain 
Grids – Use Cases (3/3) 

• Other use cases which are believed to have growing importance in 
future have been identified: 

 



The problem summary 

The user is typically interested in results. 
 

He expects that data access will be simple. 
 
 
 
 
 

How to do that? 

The access to the data in large scale 
computational environment should be 
the same as on personal computer. 



Storage management systems (1/4) 

• 1st possible solution: 

– Use of high-performance parallel file system that supports geographically 
distributed organizations. 

– Many file systems present on the market e.g. FhGFS, PanFS, DDN’s WOS, Scality 
RING. 

 

 

FhGFS Architecture 
 
Figure from: 
http://www.fhgfs.com
/wiki/wikka.php?wakk
a=SystemArchitecture 
 



Storage management systems (2/4) 

• Advantages of 1st solution: 

– Common object namespace across distributed locations 

– Minimal metadata access latency. 

– Massively scalable. 

– Secure. 

– Automatic data verification and correction 

– Automatic replication and recovery 

 

• Disadvantages of 1st solution - creation of one simple system is often 
impossible in infrastructures such as Grid: 

– Weak support for different storage systems (many parallel file 
systems need dedicated hardware) 

• Existing storage systems in sites should be covered by parallel 
file system  

• Different expectations of users (large capacity data storage 
system for archiving and fast system for temporary files) – the 
system that meets them all would be very expensive 

– Centrally managed storage system makes impossible autonomy of 
sites in organization 

 



Storage management systems (3/4) 

• 2nd possible solution: 

– Use of data management system that supports 
federations and operates over storage systems at 
each site. 

– This type of systems already exists e.g. Parrot, 
iRODS. 

 

Figure from: 
Overview of Data Management and 
IRODS, Humanities Workshop, Paul 
Tooby, San Diego, CA, March 19-
20, 2009 



Storage management systems (4/4) 

• Advantages of 2nd solution: 

– Many existing storage systems can be hidden. 

– Flexible rules 

– Metadata Catalog 

– Autonomy of sites 

 

• Disadvantages of 2nd solution - no transparency in data 
center selection in multiple data centres scenarios: 

– User has to know in which site his file is. 

– The optimization of files’ location by migration of 
data between sites is impossible (the user would 
have problem with finding his data). 

 



Outcome 

• Analysis of users requirements and existing solutions 
showed that, beyond the obvious expectations that most 
of the systems fulfil, data management system is 
expected, to offer: 

– access to the data in the same way as personal 
computers (simplicity), 

– cooperation with different existing storage systems 
(different systems for different expectations), 

– hide real location of files from users – the system 
should choose best location for data to meet the 
requirements of user and administrators. 

 



Look Into The Future 

• User point of view: 

 The user does not 
see any borders. 

 The user is able to 
process his data 
from anywhere. 

 

• Administrator 
point of view: 

 Possibility of data 
migration provides 
high utilization of all 
storage resources. 

 The system 
coordinates data 
access and buffering 
to minimize network 
traffic. 

 

 



Conclusions 

• Data processing and managing in large scale 
environments will be the major problem which 
the research community will face in the near 
future. 

 

• The user should be able to process his data 
anytime/anywhere. 

 

• Analysis of users’ requirements showed that 
everything should be simple: 

– Storage system should cover the data 
management that is performed by the 
system and administrators. 

 

 


